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B.TECH.(NFORMATION TECHNOLOGY)

SEMESTER- I

| ) : End e
g, | Subjest Periods Evaluation Scheme S ,
No. Subject Total | Credit
T T F [ CT| TA | Towl | PS | TE |PE |
T8I0 | Enginecring Science Coumst | 3 {9 0 30 ) 20| 30 100 50 | 3
[ESC]
— [ TTHM01  [Technical Communication sTol2 |21 % 100 150 3
3 [ rCa01 | Data Structure Using C 371lo|3|z20] 30 T 150 £ |
s | ooy | oM Organizationand | 4 | y | p {30 | 20 | 30 100 150 | 4
Archiceciure
o Limgs | S &Theory | 5| (| o|30| 20| 50 100 50 | 4
of Logie
& 351 | Daa Souctures Using C Lab oot 25 25 | 50 1
— = TTTC352 | Computer Organization Lab | O TR 25 w3 ] 1 |
s |irossy | Ascsem Sl & Logie olol2 25 s | 50 |
Lab
g | Te3se hWdini Project or Intermship gl 13 <0 I.
Msaessment? 5 |
i 1 5ci :
10 | paBs30l Environmental Scicnce s gl s \a 15 50 N
i 'Totat |ll5 |_:. | 10 9sn | 11
[ | | i | . 1
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SEMESTER- [V
i ion Sch e i
g, | Bubject Periods Evaluation Scheme St Total ]
Subject ' Credit
No- | Codes :
LIT|P! CT| TA | Total PS | TE |PE
T T ATSa01 | Mathmatics-1¥" 310 30] 20} 30 100 5o | 4
—= T APS 402 | Emvironmental and Biology | 3 | 0|30 20 | 50 100 e R T
T 1 TIC401 | Operating Systems slolo0]30]20| 30 100 150 3
 Lnpngaz; | 00 SR and | 319 ol30|20]| 50 100 150 | 4
Formal Languages
5 | ITC4D3 | Web Designing 3 10| 30| 2| 50 100 150 L
— & | [TC451 | Operating Systems Lab g(ol2 25 5| 5 1
~ 7 [ fTCas? | Weh Designing Lab 0|02 25 25 | 50 1
o ; Python Language ™
d plol2 25 25 50 i
.| HEae Prograniming Lab
T S s lolalis| | 25 50 NG
= Taml nlz- f-i T _|
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B.TECH. (AINFORMATION TECHNOLOGY)
THIRD SEMESTER (DETAILED SYLLABUS})

DATA STRUCTURE USING C (TTC301)

Course Outcom e (CO) Bloom's Hﬂﬂwhlige Level (KL)

At the end of course, the giudent will be able to

col

Describe lincar and non-linear duta structures and their comman applications.

Col

Dievuss the computational efficiency of algorithms and analyze ils Hime and space
complexities.

CO3

implementation of Trees and Graphs and perform various opetalions on thess dua slructure,

K2,
K
K;

coa

Use the concept of recursion, application of recursion and s implcmemé.ﬁm and remaoval of
FoC UES DL

K;

CDs

Dezign the alternative implementations of data SWLCIURES using stack and queus-

DETAILED SYLLABUS

3-1-0

Umit

Topi¢

Proposed
[.eciure

Introduction: Basic Terminal ogy. Elementary Data Organization, Buill in Data Types in €.
algorithm, Efficiency of an Algorithm, Time and Space Complexity, Asymptatic notations: Big

It

Oh, Big Theta and Big Omega, Time-Space rade-off, Absiract Data Types (AD1)

08

Arrays: Definition, Single and Multidimensional Arrays, Representation of Amays: Row Major
Crder, and Column Major Order, Derivation of Index Formulae for §-02-D2-D and p-03 Acray
Application of arays, Sparse Matrices and their represcniations.

Linked lists: Array Implementation and Pointer Implementation of Singly Linked Lists, Doubly
Linked List, Circulary Linked List. {perations on a Linkad List. nsertion, Delction, Truversal,
Palynomial Representation and Addition Subtraction & Multiplicatiens of Single variable & Two
variables Polynumial.

08

1

Searching: Concept of Searching, Sequential search, Index Sequential Search, Binary Search.
Concept of Hashing & Coliision resolution Technigues used in Hashing. Sorting: nsertion S0,
Selection Bubble Sort, Quick Sort, Merge Sort, Heap Sort and Radix Sort.

08

1Y

STk, Absiract Dt Type, Primitive Stack operations: Push & Pop, Amay amd Linked

Graphs: Terminolugy used with Graph, Dala Structure for Graph Represcntations: Adjacency
Matrices, Adjacensy List, Adiacency. Graph Traversal: Depth First Seprch and Breadih Fiest
Search, Connected Component, Spanning Trees, Minimum Cost Spanning Trees: Prims and !
Kruskal algerithim. Transitive Clogure and Shortest Path algonthm: Warshal Algorithm and
Lijkstra Algorithm.

Lmplementation of Stack in C. Application uf stack: Prefix and Postfin Expressions, Evaluanon of
posttix expression, liesation and Recursion- Principles of recursivn, Tail recursion, Remaval of
recursion Problem solving using iteration and recursion with examples such as binary search,
Fibonace nusnhers, amd Hanoi towers. Tradeofls between iteration and recursion.

Quewes: Crperations on Quewe: Creale. add, Delete, Full und Empry, Circular queucs, Ay and |

i_ _I inked implementation of queucs in €, Dequese and l’rinﬁt.;-}@ﬁ:m.
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Text books:

TN Rl

10

i1.

2.

Aaron M. Tenenbaum, Y edidyah Langsam and Moshe J. Augenstein, “Data Siructures Using C and C++,

PHI

Leamning Private Limited, Delhi India

Horowitz and Sahani, “Fundamentals of Data Structures”, Galgotia Publications Pvt Lid Delhilndia.
Lipsehutz, “Data Sruciores” Schaum's Crtline Series, Tate Mctraw-hill Education {Indiz) Pviltd.
Tharejs, “Data Structure Lising ' Oxford HigherEducation.

AK Sharma, “[eta Structurs Using C", Pearson EducationIndia.

Rajesh K. Shukle, “[Yata Structure Using C and C+" Wiley DreamtechPublication.

Michael T. Gaadrich, Roberto Tamassia, David M. Mount “Data Structures and Algorithms inC++",

Wileylndia.

P. 5. Deshpandey, “C and Data struciure™, Wiley DreamiechPublication.

B K ruse etal, “Data Structures and Program Design in C*, PearsonEducation.

Bermiss, AT; Dala SUruciures, Theory and Practice, AcademicPress.

Jean Paul Trembley and Paul . Sorenson, “An Introduction 1o Dhata Structures withapplications”,

McGraw Hill.
Adam Drozdek “Data Structures and Algorithm in Java®, CengagelLearming
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PLP P

l_ ' Compuoter QOrganization and Architecinre {(ITC301) o
Course Outcome (C) Bloom's Knowledge Level (KL)
[ B At the end of course, the student will be able to ) B
01 [Define and explain basic conce of Computer and ations. | KK |
Ccoz Design various organizations of computer and explain various concept of cache mapping K, K
technigues. _ )
CO3 Wescribe the Organization of Input Output Module K2
CO4 kxplain pipeline and its applications K
DETAILED SYLLABUS 3-1-0
Unit Topic Proposed
Lecture
' Tatroduction: Functional units of digital system and their interconneciions, buses, bus architeciurs, o
types of buses and bus arbitration. Register, bus and memory transfer. Processor organization,
_general registers organization, stack organization and addressingmades.
Arithmetic and 1ogic unit: Louk ahead carries adders. Multiplication: Signed operand
I | multiplication, Booth's algarithm and array multiplier. Division and logic operations. Floating, point 08
arithmetic operation, Arithmetic & logic unit design. [EEE Standard for Floating Paint Mumbers
Cantrol Unit: Instruction fypes, Formats instruction cyeles and sub cycles {letchandexecute €.}, B
n mi:.:mnpuratians,exr::uiimnfmmptmimwmiﬂn.ngrumﬂunml,i_m!ucedlnsirum'unSet 08
Computer, Pipelining, Hardwire and micro programmed control: micro Programme SeqUENCINE,
- concept of horizontal and vertical miCrOprogramming. _ .
Memory: Basic concepl and hicrarchy, semiconductor RAM memarnies, 20 & 2 1720 memary
v | organization. ROM memories. Cache memorics: concept and design issues & performance, address 08
mupping and replacement Auxiliary memorics: magnetic disk, magnelic tape ang ontical disks
Virtual memory: concepl impl ernentation.
Tnput / Outpul: Peripheral devices, 1O Tilerface, 70 ports, Lnterrupts: interrupt hardwu:, types ol
v | interrupts and exceplions. Modcs of Daw Transfer: Programmed VO, interrupt initiated 1O and 1]

Direct Memory Access., LA channels and procassors, Serial Commurnication: Synchronousé
asynchronous connrpUmcation, standard commumicat ion interfaces.

Text books:
| 1. Computer System Architecture - M.Mano

cdition, 2006,
5. Behroez Parahami, “Computer Archileeture”, Oxfiord University Press, Eighth impression 2011

of reed [ndia Private Limited, Fifth edition, 2012
_T. Spructured Comprates Organi zavion, Tannenbaum(PHI)

2. Carl Hamacher. £vonko Yranesic, Safwat Zaky Computer Organization, McG raw-Hill. Fifth Edition, Reprim2012
3. John P Flayes, Computer Architecture and Organization, Tata Melraw Hill, Third Edition, 1998. Re farencebooks
4. William Stallings, Computer Organization and ArchitecturesDesigning for Performance, Pearson Educalion,5eventh

g, David A, Panecson and John L. Hennessy, “Compuler Archilecture-A Quantitative Approach”, Fisavier, a division
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Discrets Siractures & Theory of Logic(ITC303)

Course Outcome {COY [ Bioom’s Knowledge Level (L)

At 1he end of course, the student will he able 1o

Co 1 Fixplain and differentiate varjous conctpls of set theory, relations and functions.

ooy | Diseuss e basics of Lattices, recurrence relation and generating function.

Idernify and differentiate various lopics.

cos

o4 Demonstrate different al gebruic StruCtunes: group, rings and fields.

cos | Recognize and implement problems of nan-linear data structures like graphs and tress.

DETAILED SYLLABUS

Unit ll'[‘upit Lecture

t Theory: Introduction, Combination of scts, Multi sels, ordered pairs, Set
dentities.
| lations: Definition, Operations on relations, Properties of relations, Composite
lations,Equality of relations, Order of relations.
unctions:  Definition, Classification of functions, Operations on functions,

03

Fccursiwel}-dcﬁned functions.
I Partial order sets: Definition, Partial order sers, Combination of partial order sets,

assediagram.
Lattices: Definition, Properlies of lattices — Bounded, Complemented, Modular

dComplete Lattice, Morphisms of lattices.
ecurrence Relation: Recursive definition of funictions, Recursivealgotithms, Method of

ol v ing recurfentes.
Generating function: Delinition of generating function, Useful Facts About Power Series,

Using Generating Functions to Solve Recurrence Relations,

i1}

Propositional  Logie: Proposition,  well-formed formula,  Tewth  tables,

m [Tautology, Satistiability, Contradiction, Algebra of proposition, Theory of Inference, Matural
El)emlcli:un. Predicate Logie: First ocder predicate, well-formed formula of predicate,
uantifiers, Inference theory of predicate logic.

08

Alpchraic Structpres: Definition, Groups, Subgroups and order, Cyelic Groups, Cosets,
Iv |laprange's theorem, Momal Subgroups, Permutztion and Symmetric groups, Group

Homamorphism's, Definition and elementary properties of Rings and Fields, Integers
Aodule n.

08

rees: Definilion, Binary Lree, Binary trec wraversal, Rinary search tree.
V  \Graphs: Definition and terminology, Representation  of  graphs, Multi - graphs,

’Bipartitcgraphs, Planar graphs, |somorphism and Homeomorphism of graphs, Euler and
Hamiltonian paths, Graph coloring.
1Tﬂmhinaiﬂm: Introduction, Counting Techniques, Pipzonhole Principle

03

-
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[ Text books:
1. Koshy, Discrote Structures, Elsevier

hcCiraw-Hill, 2006.
2 @, Kotman, R.C. Busby, and 5., Ross, Diserete Mathematical Structures, 5, Prentice Hall, 2004,

1.E.R. Scheinerman, Mathematics: A Discrele Introduction, Brooks/Cole, T,
4 R.P. Grimaldi, Discrete and Combinatorial Mathematics, 38, Addizon Wesley, 2004
5, Liptschutz, Seymour, “Liscree Mathematics”, McGraw Hill .

Pub. 2008 Kennath H. Rosen, iscreto Mathematics and lis Applications,

7. Do, Narsingh, "'Graph Theory With application ta Enginsering and Computer.Science.”, PR
[ ¢ Erishnamurthy, V., “Combinatorics Theary & Application”, East-West Press Pii. Lid., New Delhi

& Trembley, 1. P & R Manohar, “iscreie Mathematical Struciure with Application to Corputer Seience”, MoGraw Hill.
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Data Structure using C Lab (FTCIL

Write C Programs to illustrate the concept of the following:
H S-m‘tingﬁlguriﬂ'm—ﬂmﬂﬂcumive.

.3
3
4,
3.
i
7
i
9.

L0

I1.

SartingAlgorithms-Recursive.

SearchingAlgorithm,

Implementation of Stack usingArTay-
[mplementation of Queue usingA ey
Implementation of Circular Queue usingArray.
Implementation of Stack using LinkedList,
implernentation of Queue using LinkedList.
Implementation of Circular Queuc using LinkedList.

Jmplementation of Tree Structures, Rinary Trec, Tree Traversal, Binary Search Tree, Insertion and Deletionin
BST.

Graph Implementation, BFS, DES, Minimum cost spanning tres, shorest pathalgorithm.

2
3
4
k]
.
7
8
o

i haabtoacl (TG

Implementing HALF ADDER, FULL ADDER using basic lugicgates
Implementing Binary -1@ ~Gray, Gray -to -Binary codeconversions.

implementing 3-8-line DECODER.
Implementing dx1 and #xl MULTIPLEXERS.

Verily the excitation tables of variousk LIP-FLOPS.

Design of an §-bit Tnput/ Qutput system with [ur 8-bit Internal Regisiers.

Design of an §-0it ARTTHMETIC LOGICUNIT.

Design the data path of 2 computer from its reister transfer languagedescription,

Design the conirod wiit of & computer using cither hardwiring or mi¢ FOpTOErAMMIng hased on itseegister
iransfer languagedeseription.

1. Implement a gimple insruction sct compuier with & control unit and a data path.

b
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Werete mres & T of Logic la

. Write a program in C ta ereate Iwo s2ts and perform the Union operation on sets.

2. Write a program in C Lo create two sets and perform the Inzersection operation on seis.

3, Write a program in C o create two scts and perform the Dilference operation on sas.

4, Write a program in C to create two sets and perform the Symmetric Tifferenes aperation.
5. Write a program in C to perform the Power St operation on aset.

6. Write a program in C (o Display the Beclean Truth Table for AND, OR, MOT.

7. Write a C Program to find Cartesian Product of two sels

&. Write a program in C for minimum cost spaning tree.

9. Wrile & program in C for finding shortest path in a Griph

o mwe . A ' ERC R T T - = L - iR TR
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B.TECH. (INFORMATION TECHNOLIGY)

FOURTH SEMESTER (DETAILED SYLLABUS)

"=

Operating system (ITCA01)

Course Outcome (CO) Bloom's Knowledge Level (KL)

At the end of course, the studeat will be nble to

co Describe the struciure and functions of 08 _ s
TO2 | Define and implement infer-process o amication and tasks performed by the process | Kaks
scheduling and deadlock alporithms.

c03 | Explain and simulale strategies used for memory, yirtual memory. K5,K:
CO4 | Stedy UQ management and File system of operating system. KiFa
DETAILED SYLLABUS -0-tr

Unit Topic Proposed |
Lectore

Tniroduction: Operating system and functions, Classification of Operatimg systems- Batch,
Interactive, Time-sharing Real-Time System, Multiprogessor Systems, Multivser Systems,

. Multiprocessing Sysiems, nultithrsaded Systems, Operating System Struchure- Layered structurt, e
Systemn Components, Operating System services, Reentrant Kernels, Monotithic and Microkemel
Systetns. i
Toncurrent Processes: Process Concepd, Principle of Congurrency, Producer / Consumer Froblem,

it | Mutual Exclusion, Critical Section Problem, Dekker's solution, Peierson's solution, Semaphores, 03 '

Test and Set operation; Classical Prablem in Concurrency- Dining Philosopher Prattem, Sleeping
Rarher Problem: Lnter Process Communication models and Schemes, Process generation.
CPU Schedpling: Scheduling Concepls, Performance Criteria, Process States, Process Transiion
Diagram, Schedulers, Process Control Black (PCB), Process acldress space, Process idemtificaticn
I | ioformation, Threads and their management, Seheduling Algorithms, Multiprocessor Scheduling 0%
Deadlock: System madel, Deadlock characterization, Prevention, Avoidance an detection,
Recovery from deadlock. _
Memory Management: Basic barc naching, Resident maniicr, Multiprogramming with fixed
v | partitiens, Multiprogramming with variable partitions, Protection schemes, Paging, Segmentaticn, 08
| Paged segmentation, Viriual memory conceps, Demand paging, Performance of demand paging, |
Page replucement algorithms, Thrashing, Cache memory organization, Locality of reference. f
170 Management and Disk Scheduling- 100 dewices, and LC) subsystems, 110 buffering, Drisk |
Y storage and disk scheduling, RAID File System: File concept, File organization and access s
mechanism, File dircttores, and File sharing, File system implementation issues, File system
| protection and sewarity,

Text books:

1. Silberschate (alvin and Gagne, “Crperating Systems Congepis", Wiley

7 Gibspnkar Halder and Alex A Aravind, “Operaling Systems”, PeursonE duchtion

4. Harvey M [Jistel, “An Introduction 1o Operating System”, PearsnnEducation
4 D M Dhamdhere, “Operating Systems: A Concept based Approach”, 2ndEdition,

S TRAN 5 William Stallings, "Operating Systems: Internals and Dezign Principles”, Gth Edition, PearsomFelucaiion
=
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Theory of Automata and Formal Languages (ITC40Z)

Cours¢ Quteome (CO) [ Bloom’s Knowledge Level (KL)

Af the end of course, the student will be able to

col

CcO?

Classily Language and Grarmmar in Typel, Typel, Type2 and Typel and Design the Grammar for
given string or languages.

Kz Ke

apply the pumping lemma for regular languages (o determine if 2 language is not regular and
clasure operation on regular languages.

K.

Co3

n CHF and GMF.

|
monsirate that a grammar is ambIguous. Simphification of the CFG, represéntations of gramimars

K3

co4

tE!tplain FDA and various concepls of CFL and Convert PDA to CFG and vige versa.

CoSs

K2

State and explain the various aspects of Turing machine

Ky K

DETAILED SYLLABUS

Unit

31-0

Topic

Proposéd

Legture

Basic Concepts and Antomata Theory: Intreduction toTheary of Computation- Automata,
Computability and Complexity, Alphabes, Symbol, String, Formal Languages, Detertninistic Finite
Automaton (DFA) Definicon, Represeniation, Accepability of a String and Language, Non-
Determintatlc Flnite Automaton [MEA}, Equivalence of DFA and NFA, NFA with e-Trnsiticn,
Equivalence of NFA’s with and withowt e-Transition, Finite Automata with output- Moore
Machine, Mealy Maching, Equivalence of Moore and Mealy Machine, Minimization ofF inite
Automata, Myhil -Nerode Theorem, Simulation of DFA and NEA

03

Regula rE;premi-utnsnndLauguugu:llcgﬂ.ﬂmExpressiurﬁ,Tra_rssitiun Graph, Kleen's Theorem,
Finite Autornata and Regular Expression- Arden's theorem, Algebraic Method Using Arden’s
Theorem, Regular and Non-Repgular Languages- Closure propenties of Regular [anguages,
Pigeonhole Principle, Pumping Lemma, Application of Pumping Lemma, Decidahility- Decision
properties, Finite Adtomata and Regular Languages, Regular Languages and Computars,

< mulation of Transition Graph and Repular langiage.

It

Regular and Non-Regular Grammars: Comeat Free Grammar(C FG)-Detiniticn, Derivations,

] anguages, Derivation Trees and Ambiguity, Regular Grammars-Right Linear and Lefl Limeor
mrammars, Conversion of FA o CFG and Regular grammar intw FA, Simplification of CFG,
Marmal Forms- Chomsky Mormal Form{CNF), Greibach NMormal Form (GNF Chomsky
Hicrarchy, Programming problems bused on thee pruperties of CFGS.

Iv

v

‘Push Drown Aulomata and P'I'Iipl‘.‘r'llis-u[ Context Free Languapes: Nondele mministic Pushdown
Autornata {NPDA) Definition, Moves, A Language Acoepled by NPDA, Deierminstic Pushdown
Automata{ DPTIAY and Deterministic Context free Languages(DCFL), Pushdown Automald for
Conles! Free Languages, Context Frec Eramimirs for Pushdown Automata, twa stack Pushdown
Awomata, Pumping Lemma tor CFL, Closune properties of CFL, Decision Problems olCFL,
Programming problems based oo the propertigs of CFLs.

na

" Turing Machines and Recursive Function Theory: Basic Turing Machine Model,
Representation of Tunng Machines, Language Acceplability of Turing Muchines, Techuigues for
Twring Machine Construction, Maodifications af Turing Machine, Turing Machine as Cormputer of
Inteper Functions. Universal Turing machine, Linear Bounded Automata, Church's Thesis,
Recursive and Bocursively Enumerable language, Halting Problem, Post's Correspondence
Proklem, Inrruduction o Recursive Function Theory.

L3

2
i
Il

Texl books:

inyroduction to Automata theory, Languages and Computation. 1E Hoperaft, R-Motwani, and Ullman Ind

edition, Pearson EducationAsia

Iraresduction to languages and the theory of computation, J Martin, 3nd Fdition, Tata WicGraw-Eill
Elernents and Theory of Computation, C Papadimitrou and C. L. Le wis, FHI

Mathemarical Foundation of Ciom puter Seience, ¥.N.Singh, New Age Internationsl
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Web Designing (11C403)

Course Duicoma (CO)

Bloom's Knowladge Level (KL)

At the end of course, the siudeni will be able to

L

T

I, Steven M. Schafer, “HTML, XHTML, and C55 Bible, 5ed”, Wileyindia

1. lan Pouncey, Richard ¥ ork, “Beginning C55: Cascading Style Sheels for Web Design’. Wileyindia

-

: '*é-’c-*'i | e S

i

{ v

co Understand principle of Web page design and about types of websiles Ky, K
coz | Yiswalize and recognize the basic concept of HTML and application in web designing. K K |
co3 | Recognize and apply the elements of Creating Style Sheet (C53), K K
Co 4 Understanding the basic concept of Jave Seript and ite application. K., K
cos | Introduce basics concept of Web Hosting and apply the concept of SEO Kx Ks
DETALLED SYLLABUS F0-0
Unit | Topic Proposed
Lecture
Introduction: Basic principles involved in developing & web sitc, Planning process, Domains and
Hosting, Respansive Web Designing, Types of Websites (Static and Dynamic Websites), Web
1 Standards and W3C recommendations, 08
Introdnetion to HTML: What is HTML, HTML Documents, Basic structure of an HTML
document, Creating an HTML documeni, Mark up Tags, Heading-Paragraphs, Line Breaks
i Elements af HTML: HI ML Tags., Working with Text, Working with Lists, Tables and Frames, s o
Working with Hyperlinks, Images and Multimedia, Working with Forms and controls
B Concept of €8St Creating Style Sheet, CSS Properties, TS5 StylingBackground, Text Format,
Controlling Fonts), Warking with block elements and abjects, Working with Lists and Tables, S5
U Id and Class, Box Model(Intraduction, Border properties, Padding Properties, Margin propertics) -
€55 Advancod{Grouping, Dimension, Display, Positioning, Floating, Align, Pseudo class, |
Mavigation Bar, Image Sprites, Anribute gector), C8S Color, Creating page Layout and Site
Designs.
Intraduction to Client-Side Scripling, Introduction to Java Seript, Javeseripe Types, Wartables in IS 1
i Operators in J8, Conditions Siatements, Java Seript Leoaps, IS Popup Boxes, J5 Events, 15 Armays, o8
Working with Arrays, 15 Objects.JS Functians, Using Java Script in Real time,
Validation of Forms, Related Exemples
Web Hﬁsﬂng: Web Hosting Basics, Types of Hosting }’é:kagus. registering domains, Defining
v Mame Servers, Using Control Panel, Creating Emails in Cpanel, Using FTF Cliznt, Maintaining a 08
websile
Concepts of SEQ: Basics of SEQ. Importance of SEO. Onpage Oplimization Basics
" Text Books: ' '




ITNC1: CYBER SECURITY

mitigate such threats
mitigate such threats
world wide web, and to explain various threat scen arlos

mitigation technigues.

1. To discover software bugs that pose cyber security threats and to explain how to fix the bugs to
2. To discover cyber-attack scenarias ta wab browsers and web servers and to explain how to
3. To articulate the urgent need for cyber security in critical computer systems, networks, and

4, To articulate the well-known cyber-attack incidents, explain the attack scenarios, and explain

Unit | Tapic Proposed
Lecture
Introduction: Introduction to information systems, Types of information A
I Systems, Development of Information Systems, Introduction to information 08
security, Need for Information security, Threats (o Information  Systemns,
Information Assurance, Cyber Security. and Security Risk Analysis.
Application securlty (Database, E-mail and Internet), Data Security Y
Considerations-Backups, Archival Storage and Disposal of Data, Security
Technology-Firewall and VPNs, Intrusion Detection, Access Control. Security
1 Threats -Viruses, Worms, Trojan Horse, Bombs, Trapdeors, Spoofs, E-mail 08
viruses, Macro viruses, Malicious Software, Network and Denial of Services
Attack, Security Threats to E-Commerce, Electronic Payment System, e- Cash,
Credit/Mebit Cards. Digltal Signature.
Basic cryptography: Public key cryptography, RSA public key crypto, Digital
m signature Hash Functions, public key distribution, Real world: protocols, Basic iig
terminologies, Email security certificates, Transpart lLayer security TLS, IP
security, DNS securiby.
= Internet Infrastructure: Basic security problems, Routing security, DNS |
v revisited, Summary of weaknesses of internet security, Link layer connectivily i
and TCE 1P connectivity, Arewall, Intrusion detection
References;
1. Charles P, Pfleeper, Shari Lawerance Plleeger, “analysing Computer Security”, Pearsan Education
India.
2. V.K. Pachghare, "Cryptography and infermation Security”, PHI Learning Private Limited, Delhi
India.
3.0r, Surya Prakash Tripathi, Rite ndra Goyal, Praveen kumar Shukla, “Intraduction Lo Information
Security and Cyber Law™ Willey Dreamtech Fress.
4, Schou, Shoemaker, "Infarmation Assurance for the Enterprise”, Tata McGraw Hill. 5.CHANDER,
' HHARISH, "Cyber Laws and It Protection’, FHL Learning Private Limited, Delhi, India
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ITR301: Elecironics Engincering

[ Uit ) Topic

| Proposed

Lecture

Sermiconducter Diode Depletion layer, V-l characteristics, ideal and practical, dinde
resistance, capacitance, Diode Equivalent Circuits, Transition and Diffusion Capacitance,
Fener Diodes breakdown mechanism (Zener and avalanche) Diode Application Series ,
| Parallel and Series, Parallel Diode Configuration, Half and Full Wave rectification,
Clippers, Clampers, Zener diode as shunt regulator, Voltage-Multiphier Circuits Special
Purpose two terminal Devices Light-Emitting Diedes, Varactor (Varicap) Diodes, Tunnel
Dicdes, Liquid-Crystal Displays.

Bipolar Junction Transistor Transistor Construction, Operation, Amplification action.
Common Base, Common Emitter, Common Caollector Configuration DC Biasing BJTs
Operating Point, Fixed-Bias, Egmitter Bias, Voltage-Divider Bias Configuration. Collector
1 Feadback, Emitter-Follower Configuration. Bias Siahilization. CE, CB, CC amplifiers and
analysis of single stage CE amplifier Field Effect Transistor Construction and
Characieristic af JFETs. Transfer Characteristic. €5, CI. CG amplifier and analysis of C5
amplifier MOSFET {Depletion and Enhancement) Type, Transfer Charactenistic,

Operational Amplifiers Intreduction, Differcatial Amplifier Circuils, Op-Amp Basic,
(111 Practical Op-Amp Circuits (Inverting Amplifier, Noninverting Amplifier, Unit Follower,
Summing Amplifier, Integrator, Dilferentiator). Differential and Common-Made Uperation

Digital Voltmeter: Iniroduction, RAMP Techniques Digital BAnhimeters: Dscilloscopes:
v Introduction, Basic Principle, CRT, Block Diagram of Oscilloscope, Simple CRO,
Mensurement of voltage, current phase and frequency using CRO

08

Fundamentals of Communication Enginesring: Llements ofa Communication System,
Meed of modulation, elecromagnetic specirum and typical applications, terminelogies in
communication systems, Basics of signal representation and anatysis, Fumrdamemals of
amplitude and angle modulation, madulation and demedulation techniques.

v

[ H]

Text Bouks

|. Bobert L. Boylestad & Louis Mushelsky “Electronic Devices and Circuil Theory™, Tenth Edition,
Pearsan Education, 2013

2. H 5 Kalsi, “Electronics instrumentation,” Third Edition, TMH Publication 2012 6

3. Creorpe Kennedy, “Electronic Communication System™, Fifih Edition, TMH Publication, 2012

Feforenue Fuooks

4 Devid A, Bell “Glectrenics Devices and Circuits”, 3th Editian, OXFORD University Press 2008
s Jaeoh Millman/ Christos C. Halkias' Saryabrata Jit vk ectronics Devices and Circuits”, Ird
Edition, TRH 2008
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OPERATING SYSTEM LAB (ITC451)

I. Study of hardware and software requirements of different cperating systems
ﬂJNIK,LFI‘iUH,WFHDDWS}{ P, WINDOWST/8
2. Execute varions UMY system eallsfor
i, ProccssmAnagoment
ii. Filemanagement
iii. Inputfoutput Systemscalis
3. Implement CPU Scheduling Policies:
. &IF
it, Priority
ifi. FCFS
v, Mulii-level Queue
4, Implement file storage allocation
technigue:
i, Contipuous{esingaray)
ii. Linked —list{usinglinked-fist)
i, Indirect allocativo(indexing)
5. Implementation of contiguows allocationtechnigues:
i. Worst-Fit
ii. Best-Fit
iii.  First-Fit
6. Calculation of external and inteenal frapmentation
i, Free space list of blocks fromsystem
ii. Lisl process file from thesystom
7. Implementation of compaction for the sontinually changing memaory layoul and caloulate total moveme nt ofdata
8. Implementation of resource sllocation groph (RAG)
9, Implementation of Bankersalgorithm
V0. Canversion of resource allocation graph (RAG) w wait for graph {WFC) for each type of method used
forstoring graph.
11, Implement the salution for Boonded Bulfer (producer-consumer)problem using inter
processcommunication rechniques-Semaphates
12. implemnent the solutions for Readers-Writer's problem using inter process communicatlion technigque- Semaphore

WEB DESIGNING LAB (ITC458

T ereite a simpla htm] fle to demonstrate the use of difterenitaps.

I
il ‘T ereate an ol fle wo link to different homl page which contiins images, tabtes, and also link within apuge.
. T create an himil page with different types of frames such as Nuating frame, navigation frame & mixedirame.
4. To create & registration form as mentionedhelaw,
Procedure: Create an him] page nned a3 “repistration. htm[”

1) st backygroundeolors

b use table foralignment

) provide Tont colors &sies
-3 I's create an bl file by applying the different styles using inline, external & intemal stvleshests,
i T wrile it Javaseript program e define a user defined Tunction for sorting the values i anarray.
37 T'o create an himl page 1o explain the use of various predefined functions in a string wid math object in Javascopt
B To create an html page Lo explain the use of various predefined functions i an array & Date object inJavascript.

1. Tor ereate an him page to demonsirale exception handling injavaseript

10 Ta display the enlendar using javascript code by getting the year from thewser.

L To ereate a htm! registeation torm and 1o validate the form using javascripleode.

12 I crente 4 bl file, Toopen new window from the current window rI,JE'Lngjm.'ais.ﬂripl.
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13,
14,

13,

i3

- R -

11,
12,
12,

14,

Ti create an him] page 1o change the background color for every click of a button usingjavascripl.

To create an him| page with 2 combo boxes populated with month & year, Lo display the calendar for the sclected
month & year from combo box usingjavaseript.

Tu creatc a htmt page to display 2 new image & text when the mouse comes over (he existing content in thepage.

PYTHON LANGUAGE PROGRAM LAB(ITC434)

. Towrite a python program that takes in command |ine arguments as input and print the number ofarguments,

Ti write 2 python program to perform MarrixMultiplication.

To write a python program 1o compuite the GCD of pwonumbers.

To write & python program to find the most frequent words in textfile.

To write a python program find the square roat of a number (MNewlon'smethed).
To write & python progrm exponentiation (power of anumber).

To write a python program find the maximum of a list afhumbers.

To write a python program linearsearch,

To write a python progratn Binarysearch.

. To write a python progras selectionsort,

To write 1 python program [nsertionson.

To wrile & pythan program mergesort.

I
‘I'o wrlte @ pythen program first n prime number.

To write a python program simulate bouncing ball inFygame.
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B. Tech. (Tnformaton Technology)

STH SEMESTER
Suhject : Evaluation Scheme
Subject Peiods End Sem
Cades Total | Credil
LT |-F T Ta | Tofal | TE PE

Dratebiese Managerment
ITC301] Systems E I R in M |50 104 130 4
ITCsn n:mp and Annbyas of v |1 Lo 24 a0 | 0 o 1 5

Algorithm

ITC30 Software Engmneeclap (3 (1 | O o | 24 |50 ] 154 4

ITE-1 Em‘g“m ko jo | 10 | 20 |50 100 150 3

ITE-2 ﬂﬂmﬂ“' 1 oo | 30 | 2 |50 on i 150 3

Tratabese =

[TC551 Management Systeeaz | 0 [0 f 32 25 15 50 1

Lab

e 3 Dresign aond Ambysis &

[§ E of Algorithm Lals A 0 i 25 i3 113 1
| yTesss Coflware Ergincenng o lela as 15 50 1
i Lab

Mg Froject  or )

ITC354 Intemship a |k |2 i o (R

Astegginent®
[T 7 IT Belawed Course Ll I i H 3
Total ' 15 |1 |8 ' = [ 15

"Tha WENI Project or ok somiii [ wesle) condUcted during summer brask aPer [V semadser and mll e aassafad during W aemeslar,

The MOKDE coures (appravad From AICT) mu#t B dona from onlina platiomn auch 23 HPTEL {prebired], Caurssrs, MIT, edf, Bandford Oonlling wte M @
shudent (n Un b ta pass s caurss, han The Urarsy will cofdUCt backlg animination sama ai shfiar e ww par e uiive sy quidsiing.

§ RE: é}:‘"-i -




B.Tech. {Information Technology)

CmmEg B T .

TG

ke N ST

" SEMESTER
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L |-% CT TA Ps TE FE
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L ITCAe00 Compibar Design E| | L1 H A0 104 150 4
2 TTC602 | Computer Metwoek 3 [ 3 [ 2 [0 190 L5 a
3 MO0 | Machine Leaming 1 50 H S0 | (0 150 4
: Dcpmtrnr-nlal B
A ITE3 Blective-1Li i ] ] pLi] 50 111 150 3
T Raolated Valus- i
5 yallTl Added Courae L] 1] kL] 24 0 1) L0 X
; Compiler  [3csign : e
fi TTCGSE Lah L 0 25 . 23 S0 |
7 Thoges . | SRR Metwads | 3 .« |y 25 bas | & 1
Lah
[ . Machine  Leaming E
] ITCAS] Lah it I 25 15 S 1
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B. Tech. (Information Technol

DEPARTMENTAL ELECTIVES

IT-ELECTIVE -L: Information Technology Elective-1

1- ITEl]; COMPUTER GRAPHICS
2- ITE12; NEURAL NETWORK
1. ITE13: GAME PROGRAMMING

JT-ELECTIVE-2: Infor mation Techpology Elective-2

[ ITE21: SOFTWARE TESTING & AUDIT

2—IE22: DBIECT ORIENTED TECHNIQUES
4—TTE?3- ADVANCE IMAGE PROCESSING TECHNIQLIES

T-ELECTIVE-3: Infermation Technology Elective-

1—ITE3L: DESIGN AND DEVELOPMENT OF APPLICATIONS
2—1TE32: DATAWAREHOUSING & DATA MINING
i—ITE33; GRAPH THEORY

4 -ITEM: SOFT COMPUTING & LTS APPLICATION
¥ALUE ADDED CGUE&' E:

1. ITVACKE 10T
1. TTVACZ: Operation Research
3, [TVACY: Cloud Computing

4. ITVACY: Big Data Analysis




ITC-501: Database Management Systems

3-1-0

Unit

Tople

Propueied
Lacture

Intreduction; Overview, Daiabese system Vs file system, Datahage systemn concept
and architeeture, data model scheme and instances, dats independence and database
language and interfaces, data definitions language, DML, Overall Database Struciure.
Data Modeling using the Entity Relationship Model. ER model concepts, notatien for
ER diagram, mapping constraints, keys, Concepis of Super Koy, candidate key, pnmary
key, Generaliztion, aggregstion, reduction of an ER diagrams 1o tables, extended ER
model, reletionship of higher degree.

Relational Duta Mode! and Language: Relationel data model Concepts, integrity
constrainis, enfity integrity, referential integrity, Keys constraints, Domain constrainis,
relational algehra, relational caleulus, wple ind domain caleulus. Introduction on 30L
Churucteciztics of 3QL, sdvantage of 3QL. 301 datw Lype and literals. Types of SQL
commands. SQL operators and their procedure, Tables, views and indexes. Croctics aod
tub gueries, Agprepate funciions. Insent, update and delele operationa, Jains, Unions,
Intersaction, Minus, Cursors, Triggers, Procedures in SQLAPL S0QL

T

Data Hu: Deslgn & Mormalization: Functional dependencies, normal foues, fiest,
seeond, thind pormal  fooms, BOCME, inclusion dup:ndtl'u:l:,- losz  legs  joan
decomposilions, nermalization vsing FD, MVD and Ds ajternative approaches 1o
detabaze design

Transactlon Processing Concept: Transaction sysiem, testing of scrinlizability,
serializabiliy of schedules. conflict & wview seralizable scheduls, recuverubibily,
Recovery from trunsaction failurss, log-based recevery, checkpomnts, demdiock
hatdling, Distributed Database: distcbuted data storage, concurrenty confrod, directory

| sysEm,

08

Concurcency Contral Techniques: Concurrency Control, Locking Technigues for
concurtency contrul, Time stamping protocols for concumeney control, valudation-
based protocol, muliple granulorines, Multi version schemes. Recovery with
coneurtenl ansackion, case stady of Qracle.

q_
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References:

|. Korth, Silhertz, Sudarshan,” Dratabase Concepts™, MoCmaw Hill

2. Date C I, “An Introduction to Detabase Systems”, Addision Wesley

4. Elnasr, Navathe, “Fundamenials of Database Systems”, Addision

Wesley

O Meil, Datebases, Elsevier Pob.

RAMAKERISHNAN "Database Munagement Systems”, McCGraw Hill

Leon & Leon, " Database Management Syatemz", Vikes Publishing House
Bipin C. Desai, “An Intreduction tv Database Systems™, Galgatia Publications
Majumidar & Bhattacharys, '‘Database Management Systern”, TMH

R.P. Mahapatra, Dutabase Management Systern, Khanna Publishing House
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Course Oulcomes:

| » Deseribe the tundemenial elements of relational detabase management systems

+ Explain the basic voncepts of relational data model, entity-relationship model, relational
datubase design, relational algebra and SQL.

+ Design ER-models to represent simple database application scenarios

« Convert the ER-mode] wo relational tables, populate relational database and formulate S0L
gueries on data,

* Improve the database design by normalization.

| * Familiar with basic database storage structures and access techniques: file end page

arganizations, indexing methods inchoding B tree, and hashing,
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ITC-502: Design and Analysis of Algorithm

3-140

Unhi

Tople

Froposed
Leeture

Tntroduction: Algorithms, snalyzing slgorithms, Complexily of algorithms. Growth of functions,
Pecformance measurements, Sorting and order Statistics - Shell sort, Quick sort, Merge sorl, Heap
sott, Cormperison of sorting algorithms, Serling in linear time,

08

it

Advanced Data Structures: Red-Black trecs, B — trees, Binomial Heaps, Fibonazei Heaps,
Tries, skip st

Divide and Canguer with Examples such as Serling, kfamin Multiplication, Convex hull and
scarching.

Grecdy methods with Examples such as Optimal Reliability Allocation, Knapsack,

Minimum Spanning trees — Prim's and Kruskal’s algerithms, Single source shorest paths -
Dijkstra’s and Bellman Ford algonithms.

v

Dynamic Programming with Examples such as Knapsack, All pair shoricst paths — Wa rshal’s end
Floyd's algorithms, Resource allocation problem. Hacktracking, Branch and Bound with sxamples
such as Travelling Salesman Problem, Graph Coleong, n-Crucen Predulems, Hemiltonian Cycles and
| Bum of subsets.

"r

Selected Topics: Algebraic Campwiation, Fast Fourier Transform, String Matching, Theary of NP-
completeness, Approzimation algerithms and Randomized algorithms

o] 'I-i'ﬂﬂm':r o3

o Ty e |

4

R

Heferenoes:
|. Thesas H, Coreman, Charles E. Leiserson and Ronuld L. Bivest, “Introduction to Algerithms”, Prntice Hall of

india.
E. Tlurowitz & S Suhai, "Fundarnentals of Computer Algorithrms®,

Aho, Hoperaft, Ullman, *“The Design and Analysis of Computer Algorithms™ Pearson Education, ZU0E.

LEE "Dlesign & Analysis of Algorithms (PODY, McGraw Hill

Kichard E. Neapolilan "Foundations of Algarithms™ Jomes & Barlleit Lzarning
6.Gajendra Stirnina, Design & Analysis of Algarithms, Khunoa Publishing House
Ion Kicinberg and Fva Tardos, Algarithm Design, Pearsan, 2003.

Michael T Goodrich and Robero Tamassia, Algorithm Design: Foundations, Analysis, and [ntermel Examples,

Seeond Ediion, Wiley, 2006,
Harry K. Lewieand Larry Denenberp, Drata Stroctures and Their Al gorithmns, Harper Colling, 1997

10. Robert Sedpewick and Kevin Wayne, Algorithms, faurth cditien, Addison Wesley, 201 L
|1, Harsh RBhasin, “Algorithm Design and Analysis”, First Edition, Oreford University Press
12, Gilles Brassard and Paul Bratiey, Algorithmies: Theory and Practice, Prentice Halt, 1995
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Course Dul¢omes:

Argue the comeetness of algorithms using inductive proofs and invariaots.

Analyze worst-case running times of algorithms using asymptotic analysis.

Describe the divide-and-conguer paradipm and explain when an algorithmic design
cituation calls for it. Recite algorithms that employ this paradigm. Synthesize divide-and-
conquer algorithms. Decive and solve recurrences describing the performance of divide-
and-conguer algorithms.

Describe the dynamic-programming paradigm and explain when an algorithmic design

< mation calls For it Recite algorithms that employ this paradigm. Synthesize dynamic-
programuming algorithms, and analyxe them.

Describe the greedy paradigm and explain when an algorithmic design situation calls for it.

Reeite algorithms that employ this paradigm. Synithesize greedy algorithms, and analyze
them.

Explain the mejor graph algorithms and their analyses, Employ graphs to modsl
engincering prablems, when appropriate. Synthesize new graph algorithms and algorithms
that employ graph computations as key components, and anulyze them.

Explain what amortized ruaning time is and what it is good for, Pescrites the different
methods of amortized analysis (agaremate analysis, accounting, potential method). Perfomm
amortized analysis.

Explain what competitive analysis is and Lo which situations it applies. Perform
competiive analysis.

Compare between different data struciires. Pick an apprapriate data structure for a design
situalion.

Explain what an appreximation algorithm is, and the benefit of using approximation

algorithms. Be familiar with some approximation algorithms, including algonithms that are
PIAS or FPTAS. Analyze the approximation factor of an algorithm

A
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IT¥ACIL: INTERNET OF THINGS

DETAILED
SYLLARUS

3-0-0

Linit

{ Topic

Proposed
LcctnEH

Internet of Things {loT}: Vision, Definition, Concephual Framework, Architectural
vicw, technalogy behind 10T, Sources of the IoT, M2M Communication, [oT

Examples.

Deslgn Principles for Connected Devices: loTVM2M systems layers and design
standardization, communication technologies, data enrichment and consolidation,
ease of designing and affordabiliry.

Hardware for ToT: Sensors, Digital sensors, scmators, radio frequency
identification (RFID) technology, wircless sensor networks, participatary scnsiné
chnolegy, Embedded Platfurms for [0T: Embedded computing basics, Owervicw]
f 10T supported Hardware platforms such as Arduino, Raspberry pi, Beagle Bong
nd ARM corex.

MNetwork & Communication aspeets in loT: Wireless Medium access issues,
BMAC protocel survey, Survey routing protocols, Sensor deployment & Mode
discovery, Data aggregation & dissermination

111

Programming the Arduing: Arduino Plaiform Boards Anatomy, Arduino IDE]
pading, using emulatar, using libraries, operators, if-else, loops, functions in Ardumo
programning.

10T Data Analysis: Concept of Big Data, Machine Learsing Intredustion, Dalx
Anabysis methoda.

w

Challenges in IoT Design challenges: Development Challenges, Securicy
Challenges, (nher challenges.

loT Applications: Case Studies Smart Metering, E-health, City Automation,

Automative Applications, home automalion, smert cards, communicating data
| with /W units, Designing of smart street lights in smart eiry. ]

Heferences:

1. Oivier Hersent, David Boswarthick, Omar Elloumi “The Intemct of Things key applications

Lot MO B

and protecels”, willey

leewa Jose, Intermet of Things. Khanna Publishing House

Michacl Mitler “The Intermet of Things” by Pearson

Raj Kamat " [NTERNET OF THINGS", McGraw-Hill, 1 Edition, 2016

Arshdeep Bahga, Vigay Madisetts “Internel of Things (A hands on approach)” 1¥7 pdition, WP

publicatinns, 2414
Adrian McEwen, Hakin Cassimally "Designing the Internet of Things” Waley India
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Course Outcome

= Able to Recognize the factors that contributed 1o the emergence of ToT.
= Ahle o Design and program loT devices.
«  Able to understand applications of loT.

=

ITVACZ: OPERATION RESEARCH T
Unii Tople Proposed
Lecture
| Definition and scope of operations research (OR), OR madel, solving the OR
model, an of modelling, phases of OR study.
1 Linear Programming: Two variable Linzar Programming model and Graphricel %
method of solution, Simplex method, Dhual Simplex method, special cases of
Linear Programmung, duslity, sensitiviny analysis,
I Transpontation Pronlerms: Types of iransportation  problems, mathematical
) macdels, transportauen algorihoms, i
1 Assignment Allocation and azsignment problems and models, processing of jeb
thmuﬂmachin:s.
| Network Techniques: Shertest path model, minimum spanoing Tree Froblemn,
Max-Flaw problem and Min-cost problem. Project Management:
W | phases of projoct management, guidelines for nefwork construction, CEM and 03
FERT,
Theory of Games: Reclangulor games, Minimax theorem, geaphical solution of
| 2xnormx 2 games, game with mixed strategies, reduction o linear
&Y programming medel 0a
Quality Systems: Elements of Queuing model, generalized Poisson queuing |
| model, single En‘ﬁ_’_n]_-ﬂdﬂs_.'
Control: Muodels of invenlory, operation of inventory System, quantity discount
L3 Replacement: Feplacernent models: Equipment™s that defeniorste with time, 08
_ﬂi_pmr:m's that fuil with time.
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-Rnfemm:

I
2

L
4.
5

wayne L. Winston, “‘Operations Research” Thomson Learning, 2003,

Hamdy H. Tahu, “Operations Research-An Introduction” Fearson
Education, 2003,

R Panneer Seevam, “Operations Research” PHI Learning, 2003,

VK Khanna, "Total Quality Mansgement” New Age Intemational, 200E.
T Weerarsjan "Operation Research” Liniversitics Press

COURSE OBJECTIVE:

The cental objective of operations research is optimization, 1.2., "to do
things best under the given circumstances. Then, by systcmatically
adjusting the values of all decision variables, a "good” {feasible} or "wery
best" {optirnal) selution is selected.

This course airns at familiarizing the students with quantitative tools and
techniques, which are froquently applied to business decision-making &
to provide a formal quantitative approach (o problem solving and an
intuition ebout situntions where such an approach is appropriste.

S

ITElL: COMPUTER CGRATPHICS

DETAILED |
SYLLABUS .
Linkt Fropused
Lecture
Introduction and Line Generation: Types of compuier graphies, Graphic
| Displays- Randomn scan displays, Raster scan displays, Frame bufter and vides 08
coniruller, Poins and lines, Line drawing algorithms, Circle generating algnrithms,
Mid-paint circle penerating algorichm, and parallel
veraon oF these algorithms. =
Tranaformations: Basic (ansformation, Matrix representations and homugenous
coordinates, Compusite Transiormariens, Reflections and shearing.
II | Windowing and Clipping: Viewing pipcline, viewing transformations, 2T 08
Clipping algorithrs- Line clipping algonthms such as {ohen Buthe land line
clippmg algosithm, Liang Barsky algorithm, Line clipping against non-
rectangular clip windows, Polvgon clipping — Sutherlamd
Hedgeman polygon elippung, Weiler and Athertan poly gon clipping, Curee clipping,)
Text clippurs S
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1]

Three Dimensional: 3-0 Geovmetmic Pomitives, 3-0 Ohject represeniation, 3-D
Transformation, 3-
I viewing, projectiens, 3-D Clipping,

v

08

G and Surfaces: Quadric surfaces, Spheres, Ellipsoid, Blobby objecs,
Introductory concepts of Spline, Bspline and Bezier curves and surfaces.

Hiddea Linecs snd Surfaces: Back Face Detection algorithm, Tepth buffier
method, A- buffer methad, Scan line method, basic ilyminaion madelsi- Ambicnt
light, Diffuse reflection, Specular reflestion and Phomg model, {ombined
approach, Waem model, Intensity Attenpation, Color
consideration, Transparency and Shadows.

7. Mukherjee,
4. Donald Hearn ond M Paoline Haker,

Text books:

Donald Hearn and M Pauline Baker, “Computer Graphics C Version™, Pearson Education
1. Foley, ¥andam, Feiner, Hughes — “Computer Craphies principle™, Pearson Education.
3. Rogers, “Procedural Elements of Computer Graphics”, McGraw Hill

4. W. M. Newman, R. F. Sproull - “Principles of
5. Arnrendra M Sinha and Arun D Udai," Computer Graphics”™, Tata W OGTew Hill,
£ RK. Maurys, *Computer Graphics™ Wiley Dreamtech Publication.
Fundpmentals of Computer graphics & Multimedia, PHI Learning Private Limited.
“Compitter Graphics with OpenGL”, Prarson education

Interactive compuler Graphics” - Tata MCGraw Hill

[ ITEI?: NEURAL NETWORK 3-0-0
| Unit Topic . Broposed
Lecture
e MNeural Networks-1 (Introduction & Architecturel; Meuron, Nerve structure
and synapse, Anificial Mewrun and its medel, octivation functions, Meural
1 nerwark architeclure single layer and multilayer feed forward netwaorks, %
recument netwarks, Warioos learning techniques; perception and convergence
- rule, Knowledge representation, Al and NN
Neural Networks-I1 {Back propagation networks): Architecture: perceplron =
model solution, single layer antificial newral notwaork, multilayer perieptinn
(1 | model; back propagation learning methoeds, effect of leaming mle coefficient, 0g
back propagation  algonthm, factors affecting backpropagabion  training,
applicaliens,

A
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Multilayered Network Architecture: Back propagation algorithm,
heuristics for making BP-algocithm performs berter. Accelerated lcarning
M |BP (like recursive least square, quickprop, REROP algorithm), 08
approximation propertics of RBF networks and comparison with
multilayer perceptron.

Self-Organization Maps (SOM}Y: Introduction, Two basic feature
mapping Models, Scif-Organization Map, SOM Algorithm, Propertics of

Iy 3 g
Featurs Map,
Hybrid Intelligent System: Soft computing, Introduction, Neuro-fuzzy
¥ | System, Various categones af Neuro-Fuzzy System. 0%
References: .

1.1.A. Anderson, An Introduction to Neural Networks, BT

2. Hugen Demuth Beale, Noural Network Design, Cengage Learning

3. Munesh Chandra Trivedi, NN Jani, Artificial Neural Network Technelogy, Khanna Publishing House

4. Laurene V., Fausen,, "Fundamenials of MNeural Merworks: Architectures, Algorithms and Applications”,
Peurson India

5 Kaako, Meurgl Network and Fuzzy Scts, PHI 3. Hagan, Meural Metwork Design w/C1),Cengage
[earning

Objective: The objective of such artificial neural networks is te perform such cognilly
functions as problem solving and machine learning. This knowledge i3 modeled as th
connections belween the processing elements (artificial neurons) and the adaprive weight
' of each of these connections.

This course 15 designed to be a broad, self-contained, yel fairly nigurous intmoduction to th
principles of neural computation with emphasis on machine learming, data mmmg and knowledg
discovery, and their applications in artificial intelligence, neural and cognitive modelling, da
mining and knowledge discovery, for vpdergradusie and graduate students in Computer sulence,
bioinformaties and eomputational biology, engincering, mathematics, psychology, nu’ums-:i:nog‘

cognitive science, and related disciplines.
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TTE21: SOFTWARE TESTING & AUDIT

300

Unit

' Tople

Proposed

Raview of Software Engineering: Overview of Suftware BEvoluwion, SDLC,
Testing Process, Terminelogies in Testing: Error, Faul, Failure, Verification,
Validation, Difference Between Verification and Yalidation, Test Cases, Testing
Suite, Test, Oracles, Impracticality of Testing All Diata; Im practicality of Testing
a1 Faths,

veriflcation: Veriticulon Methads, SRS Yenlicalien, Seurce Code Reviews, | lxer
Documentation Verificakion, Software, Project Audit, Tailoring Software Quahity
Assurance Program by Reviews, Walkthrough, Inspeclion and Configumficn
Audis.

04

T =

Functional Testing: Boundary Value Analysis, Pquivalence Class Testing,
Decision Table Based Testing, Cause Effect Graphing Technique.

Structural Testing: Control Flaw Testing, Path Testing, Independent Paths,
Greneration of

Graph from Prograrn, Identi fication of Independent Paths, Cyclomatic Comple sity,

[rata Flow Testing, Mutatien Testing

1

Regression Testiag: What is Regression Testing? Regression Test cases selacion,
Reducing the number of test cases, Code coverige peioritization techmgus,
Reducing the number of test cases: Prioritization guidclines, Priorily catcgory.

Scheme, Risk Analysis,

08

v

Software Testing Activities: Levels of Testing, Debugging, Testing techmiques
and their ppplicability, Exploratory Testing

Automated Test Data Generation: Test Data, Approaches to test datd gengrakion,
test data generation using genutic algorithm, Test Data Cieneration Tools, Sottwan
Testing Tools, and Software west Plan.

v

(afect Oriented Testing: Definition, Issues, Class Testing, Object Oriented
Integration and Systemn Testing.

Testing Web Applications: Web Testing, User Inteckace Testing, Usabality
Tesling, Security Teating, Performance Testng, latabose testing, Past Deploynenl

Teslng.

g

L.

1

4
5
b

| Referemcas: | Yopesh Singh, “Software Testing”, Cambridgs University
Press. Mew York, 2012

Flitiom,

K. K. Apparwal & Yogesh Singh. "Software Engineerng”, Mew Age [rute rrastacnal

Publishers, Mew Delhi, 2003,

Ruger 5. Pressman, " Software Engineering - A Practiioner's Approach”, Fifth
M cCiraw-Hill Imernational Editien, New Doelbi, 20001 .

Marc Ruper, “Software Testing”, MeGraw-Hill Book Co., Londan, 16%4.

W L7 Trivedi, Software Testing & Audit, Khanna Publishing 1iuuse

Horis Beizer, “Sollware System Testing and Quality Assurance™, Van Mostrand

Beinhold, Mew York, §5984.
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CDURSE OBJECTIVES:

-~ Drewelop methods and procecures for software development that can scale up for large systems
and that can be used to consistently produce high-quality software
gt low cost and with asmall ¢ycle time

Srudent leam systematic approach 1o the development, operation, mROENANCE, And Tetnem il

of soffaars

B dent learn how to use available resources o develop softwars, reducs sost of software and
how to mainkain quality of software
““Methods and toals of testing and maintainaes of software s

{

hetween thread:based mulfitazking und process-hased mulitasking, Java hocad o,
creatmng, fhmends, thiead priooites aynchronazing threads.

i

JTEZ2: ORFECT ORIENTED 300
TECHNIQUES "
[ Unit Propused
Lectare
Objecl Modeting: Objects »nd classca, links and assozistion, peneralizution
[ inherisnge aggregalion, abstract ¢lass, multiple inheritance, meta dats; candidate keys, 0é
Constrames, o
Dynamic Modeling: Events and states, operations, nested state dingrams and
n concumency.advanced dyniumic nodeling concepts, a sample dynamic madal. L
Functlonal Modeling: Duta flow disgram, Spm{:-if}.'!ng UPEATONS, Lonsiraiits, B SATphe '
n funciional model, OMT (object modelng techniques) methodalogics, cramplsa  and s
ease sludiss o demonstrate methodologies, compansons of methodalogies, SaSSh,
=1, :
Javu Fmg;am.ﬁing-. intraduction, Operaios, [hata types, Variables, Aomups, Control
Sgaleronts, Classes, Objects, Methods, Methots Owiglording, Qrermiding blethods,|
v Abstract Methods and classes, Inheritance, Mubthread Progromming: Differences 1]

e . el e
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C#: Introduction, lmplementation of various Objeci-Criented Concepls such s Class,
Objects, Companents, Encapsulaiion, Drta Abatraction, Inherince, Polymorphism
Java Library: Swing Hoandling, Event Handling, Intreduction to AWT: Waorkiog
with windows Graphics, AWT Controls: Button, CheckBoa, Chaice, Label, List,

Scroll-Bar & Text Field.

Texr Hooks:

1. Jamnes Rumbaugh ctal, “Object Oriented Modeling and Design”. PHI
2. Herbert Schighdt, “The Complete Reference: Java™, TMH.

3. E. Balagunsamy, “Progmmming in JAVA®, ThH.

References:

|, Booch Gredy, "Object Oriented Analysis S Design with epplication 3/e", Pearson Education, New

Delhi.
. An Inoduction to programming snd OO0 design using Java, 1. Mino and
F.A. Hosch,John Wiley & sons
3. Intreduction 1o Java programming, Y. Daniel Liang, Pearson Education.
4, Object Oriented Programming through Java, . Radha Kriskon, University Press.
5. Programming in Java, 5. Malhotra, 5. Chudhary, Znd edition, Oxford Univ. Press.

COURSE OUTCOME

COT. Abke 1o solve raal world prabiams using DOF techniques.

02~ Able 1o undarstand the use of absiracl classes.

| T 003- Able 1o develop multiinreaded applications with synchranizalion.

C04- Able to design GUI based applicalions

U5 Able 1o devalop appiets far L applicatons,

B e e - - T et e ol e —
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ITC 503: SOFTWARE ENGINNERING

3-0-0

Unit

Topic

Proposed

Tatroduction: Introduction 1o Software Engineering, Software Componcnts,
Software Characteristics, Software Crisis, Software Engincering Processes,
Similarity and Differences from Conventional Engineering Processcs, Software
Quality Attributes, Software Development Life Cycle (SDLC) Madels: Watsr
Fall Model, Prototype Madel, Spiral Model, Evolutionary Development
Models, lterative Enhancement Models.

1

Software Hequlrement Specifications (SRS). Requircment Enginecring
Process: Elicitation, Analysis, Documentation, Review and Management of!
User Meeds, Feasibility Study, Information Modelling, Data Flow Diagrams,
Entity Relationship Diagrams, Diecision Tables, SRS Document, IEEE
Standards for SR5.

Software Quality Assurance (SQA) Verfication and Validation, SQA Plans,
Software Quality Framewerks, [SO 9000 Models, SEI-CMM Maodel.

e R

I

Sofrware Design: Basic Concept of Software Design, Architectural Design,
Low Level Design: Modulanzation, Dezign Strueture Charts, Pseudo Codes,
Flow Charts, Coupling and Cohesion Measures, Design Strategies: Function

Oriented Design, Object Orented Design, Top-Down and Bottom-1Ip Design.
Software Measorement and Metrics: Various Size Oriented Measures:
Halestead's Software Science, Function Point (FF) Based Medsures,
Cyclomatiec Complexity Measures: Control Flow Graphs.

07

I

Acceptance Tusting, Regression Testing, Testing for Functionality and Tesung
far Performance, Top-Down and Botom-Up Testing Strategies. Test PDrivers
and Test Stube, Structural Testing (White Box Testing), Funcuonal Testing

(Black Box Testing), Test Data Suit Preparation, Alpha and Beta Tesiing of
Products.

Coftware Testing: Testing Objectives. Wnit Testing, Iﬁtegrat:iun 'I'es"ring,'

]




Stalic Testing Stawgies: Formal Technical Reviews (Peer Reviews), Walk
Through, Code Inspection, Compliance with Design and Coding Standards.

Software Maintenance and Software Project Management: Sofrware as an
Evolutionary Entity, Need for Maintenance, Calegores of Maintenance:
Preventive, Comective and Perfective Maintenance, Cost of Meintenance,
Software Re- Engineering, Reverse Engineering. Software Configurtion

v | Management Activities, Change Contral Process, Software Version Control, An 89
Overview of CASE Tools, Estimation of Varous Parameters such as Cost,
Efforts, Sehedule/Duration, Constructive Cost Models {COCOMOY), Resource
Allocation Models, Sofrware Risk Analysis and Management,
References:
1. RS Pressman, Softwere Engincering: A Practitioners Approach, McGraw Hill.
2. Pankaj Jalote, Software Engincering, Wiley
1. Bayib Mall, Fundamentals ol Software Engineenng, FHIT Publication.
4. KK Aggarwal and Yogesh Singh, Software Engincening, New Age [mternational
Publishers.
5. Ghezzi, M. Jarayeri, . Manodrieli, Fundamentals of Software Engineering, PHI
Frublication.
6 lan Sommerville, Software Fngineering, Addison Wesley.
7 ¥ agsem Salch, “Software Engineering”, Cengage Leaming.
4. P flecger, Sollware Engineering, Ml nillan Publication
Course Uaicome: -
CO 1 To learn about generic modsls of softwan: development process. K2
0o ?  Tounderstand fundamental congepts ol requirements engincenng and Analysis K2
Mudeling.
CO3 Ty understand the different design techniques and their implemencalion. K2, K3
004 To leam various (EsLing MoAsLes. K2 K4
(435 To lcam virious mainkenance and project management techniques. K2, K3
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1TC5%1= Database Management Sysicms
Lab

Objectives:

l. Instelling oracle! MY 3L
7. Creating Entity-Relationship Diagram using case tonls.
3. Writing SOL statements Using ORACLE WMYSQL:
«  Waling basic SCL SELECT stalememnts.
»  Restricting and sorting data.
- Displaying data from multiple tables.
»  Aggreguting daw using group function.
»  Manipulating data.
«  BACreating and managing mhles.
. Mormalization

. Creating cursar

4
5
6. Cresting procedure and functions
7. Creating packages and tiggers

B Design and implementanon of payroll processing §ysiem
Y. Desipn and impiementation ol Library Infonmation Systerm
10, Petign and implemenation of Student In [armation Sysiem

11. Autematic Backop of Files and Recovery of Files

1TC552: Design and Anatysis of Algerithm Lab
Dhjectives: -

|. Program for Recursive Binary & Linear Search.
% Pregram [or Heap Sorl.

Program fur Merge Sart.

Pragram fur Selection Som.

Program far lnseion S0

Program for Quick Sort

Enapsack Problem using Cireedy Solution

F’—J'?Lnl-n-l.nl

Perform Travelling Salesmin Froblam

R T Rkl
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9. Find Minimum Spanning Trec using Kruskal's Algorithm

10, Implement N Queen Problem using Backiracking

ITC553: Software Engineering Lab

| Prepare an SRS document in ling with the IEEE recommended
standards,

Deaw the Entity relationship diagram of a project.

Draw the data flow diagrams at fevel 0 and leve] 1.

Draw usc case diagram in argo UML.

Draw activity disgram in arge UML.

Draw class diagram in argo UML.

Draw the component diagram in arge UML.

Draw sequence diagram inargo UML.

Draw cellaboration disgram in argo uml.

O oo -8 o m B L B
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B.Tech. (Information Technology)
6'H SEMESTER

ITC-681: COMPILER DESIGN

Course Dhateome (C0F)

(KL)

Bloom's Knowledge Level

At the end of conrse, the student will be
able ta understand

[ Acquire knowledge of different phases and passes of the compiler and able to use Ks, Ks
oo | the comnpiler wols like LEX, YACC, ete. Students will also be able 1o design
oi Ferent types of compiler tools 1o meet the requirements af the realistic consTaints
of compilers.
Understand the parscr and its fypes i.¢., Top-Down and Bawom-up parsers and Bz, Re
€02 | construction ofLL, SLE. CLR, and LALR parsing table.
col Implement the compiler using syntax-dirceied ranglation method amd get K Ks
knowl=dge about the
B synithesized and inherited atiributes.
CO4 | Acyuire knowledge about run time data stuctre like symbaol table organization | K, Ka
and different
techniques used in that.
Undecstand the target machine’s run time environment. i1s instruction sel for K, K
CO35 | code penembonand tochnigues used for code optmnization.,
3 5 = S 3140 |
Dmit Proposed ,
: Lecture
[ntroduction to Compller: Phases and Passes, Boowsirapping, Finite stute
machires and regular cxpressions and their applications te lexicul analysis,
: Optimization of [T A-Based Pattern Matchers impleme neation of lexical &

analyscrs, lexical-analyzer generator, LEX compiler, Formal gratmars, and |
D their application 1o syntax analysis, BRF notation. ambigaaty, YACT The
synlactic specifisarion of programming languages: Uontext frae
BTAMINATS, derivation and parse fress, capamlbines of CFG.

[

.
"
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Dasic Parsing Techmiques: Parsers, Shift roduce parsing, epemtor |
precedency  parsing, top-down parsing, predictive porsers Automatic
i1 C-onstruction of efficient Parsers: LR parsers, the cancmical Callection of LR (T
(07 items, constructing SLE parsing tobles, constructing Canonical LR parsing
tables, Constructing LALR parsing tables, using ambiguous grarinars, an
anlomalic parser genesator, implementation of LE parsing wables. -
Syntax-Directed Translation: Syntax-directed Tramslation schemes,
Implementation of Syntax-directed Translators, intecmediate code, postiix
nodation, Parse rees & syntax trees, three address ende, quadneple & triples,
translation of assignment staements, Boolean EXpredsions, salementd that 08
alter the fow of conirol, postfin translation, mnslation with o lop-down
parser. More about translation: Arrey references in urithmetic expressions,
procedurcs call, declarations, and cose statoments.

Symbol Tables; Data structure for symbols tables, represenbing scapo
information. Run- Time Administration: Implementation of simple siack

11

Iy 08

allocation scheme, siorage ullocation i block structured langpage. Ermor
Deteclion & Recovery: Lexical Phase errors, syntactic
phase errors semantic eTrors.

Code Generation: Design lsswes, the Target Language. Addresscs in the
Target Code, Basic Blocks and Flow Graphs, Optimization of Basic Hlugks,
Cade Generutor, Codde optimizarion: Machine-Independent Optimizutions,
Laop opiimiztion, DAG wpresentation of basic

blocks, value nurnbers and algebraic luws, Crlabal Dana-Flow emalysis.

REFREMN{ES:

Ahe, Scthi & Ullman, "Cungpilers: Prineiples, Techniques apd Tools™, Pearsun Education

VW Raghvan, “Principles of Compiler Dheszipn™, ThEH

Kenneth Lowden,” Compiler Construction”™, Cengage | EUTTE.

Charles Fiseher and Ricard LeBlance,” Crafting a Compiler with C Pearson Education

K Munceswaran, Compiler Design, First Edition, Daford Whiiversity Press.

1P Denner, " Introcduction o Compiler Techniques™, Secend Edition, Tata bdeCraw-Hull,2003.
Henk Albias and Alber Nymeyer, “Practic and Pringiples of Compiler Building with C", PHY, |

- O -
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ITC 602: COMPUTER NETWORKS | EN]

Llndd

Tapic ! Proposed
Lainre

Introduction Ceacepis: Goals ond Applications of Hetworks, Notwork
structurs and Architecrure, The OSI refercnce model, services, Nerwark
Topology Design — Delay Analysis, Back Bone Design, Local Access Metwark
Design, Physical Layer Transmission Media, Switching methods, 150,
Terminal Hzndling

Medlum Access Sub Layers Medium Access Sub Layer— Channel Allocations,
LAN Protosels ~ ALOHA prulecols — Dverview of [EEE standards - FDMILA
Data Link Layer — Elementary Data Link Protocals, &liding Window protgeals,
Error Handling.

m

Metwork Layer: Netwotk Layer — Point = to Pomt Metworks, pouting.

Conpestion coniro] Internetworking ~TCF / IP, [P packet, 1P address, 1pve, 08

(b

Transport Layer: Teanspori Layer — Design 1SS0S, CONNCCIOn rna;mgmmm,
yexsion Layer Design issues, remote procedure call, Presentation Luyer-Design
isvues, Dot compression lechniques, cryplography — TCP - Window |
Management,

L1}

¥

Application Layer: Applicanon Layer: File Transfer, Access and hanagemeant,
Glectronic mat), Viciual Terminals, Other application. Fxample Metworks — 08
[nternet pnd Public Metworks

1

>
3
4

&

i ., B TR -l 1 el il TR Pl e o B i’

Hefere nces:

Farouzen, " Data Communication and Metworking”, TMH
A% Tanenbaum, Computer Networks, Pearsun Education
W, Stallings, 12ata and Computer C ommuication, Macmillan Press

Gary R Wnght, W. Richard Spovens “TOPIP (Musrated, Volume2 the Implementation” Addigon-
Wesley

Michacl A Ciallo and Willium M, Haneock “Communication and Networking Technology™
Cenpage Leaming

Bhavoeet Sidho, An Integrated approach o Comnpuice Metworks, Khanne Fublishing House
Anuranja Misra, “Computer Neteorks™, Acine Learmnirg

. Shanmuperatlunam,” Essential of TCES [P7, Firswall Media

' v




| COURSE OUTCOMES:
Studsnis wall be abie o
00 1-Tdentify the different types of network topologics and protocals.
C:02-Understand and explain Data Communicalions System and its components.
({¥3-To demensirale proper placement of different layers of IS0 model and illuminale its unction.
C0O4-Ta understand internals of main protecols such as HTTP, FTR, SMTP, TCE, UDF, 1P,
C05-To analyze simple protocols and can independently study |ilerature be concerning compater nErworks,

bl MG GRRERTL ' Gl e e e R ¢ P 4 i W P . T - w e — =



ITC-603; MACHINE LEARNING

DETAILED 3-1-
SYLLABUS ]
Unit | Topke Proposed
Lecture
1 [niroduction and Data-preprocessing 0
Definition, Apphication, Supervised Leaming, Unsupervised Leamuing, Mode] and
[Cost Function, gradient descent.
gression
n inear regression with ane variable and with multiple vanables: multiple features,
dient descent for moltiple vanables, polynomial regression. Support voctm]
regression, decision tree regression, random forest regression.
Classification
Il [Logislic regression, Suppert vector maching (SVM}, Boundary Decision, Lar I
in clagsification, SWM with kemels, kernel SV, K-Nearest Neighbors (KNN)J
aive Bayes, decision tree, random forest classification.
lustering and Reinforcement Leaming
¥ .means clustering, K- means for non-separated clusters, optimization objective, o8
ierarchical <lustering, upper confidence bound, Thompaon sampling.
imensionality Reduction and Made] Selection
YV |Principal component analysis (PCA), Linear Discriminant Analysis, kerncl 0E
CA. Model selection and training/validation and test sets, diagnosing bias
"Ivs. variance, Regulanzation and bias/variance, over-fitting, Learning curves.
Texl books:

| Tom M. Mitchell, —Machine Lepming, MeGraw-Hill Educanon {India) Povate
Lirnited, 2013

2. Ethem Alpaydin, —introduction to Machine Learning
{ Adaptive Computation and Machine Leaming), The hAIT
Press 24,

1. Siephen Marsland, —Machine Leaming: An Algonthmic Pecspective, CRC Press,
200019

4. Bishop, C., Patiern H#-;f'ugmliqn aral Machine Leaming, Hertin: Springer-Yerkag

{,::_&ﬁ_’ | \ E{F . /L/’
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{ourde Dulcomes:
Srudents will be abic 1o:

COH. Studstits will be able w define mathematical concepts of Machine leaming, variows types, and

their applications.

CO2. Smdents will be able to explain and caleulate cost, gradicnt of Linear regression ard supporn

WECIOT FEEIBESION.
£03. Students will be able o caleulate and spply classification hike 3YM, KM ete.

COM. Students will be able 10 develop basic concept of clustering and reinforeement lcaming.
CO%. Stdents will be able to chovse appropriale parameters and features for dimensionality reduction

in & mdel.

ITE 31: DESIGN AND DEVELOFMENT OF APPLICATIONS

——

30

Unit

Taopic Pmpm—nﬂ
Lesre

INTRODUCTION: Introduction to mobile applications — Embedded systems -
Market and business drvers for mobile applicatiens - Publishing amd delivery of
mabile applications —

Requircnents gathering and validation for mobile applicutions

0

H

BASIC DESICN: Introduction — Basics of embedded systems dosign —
Embedded OF -

Design constraints for mebile applications, both hordware and soflware related -
Architecling mobile applications — User interfaces far mobile applications — wuoch
events and gesiures — Achieving quality constraints - perfoumance, usability,
security, avallability aml madifabil ey,

1]

1

Y

ADVANCED DESIGN: Desipning espplications with multimedia 2nd web
aoress capabibties — Inegration with GPS aned so¢ial media petworking
applicutions — Actessing ap plications hosted 1n a clowd computing envircnment
~ Dresipm pasterns for mobile ap plicatioms

| sucial media applications.

TECTINOLOGY I~ ANDROID; Inwadnction - Establishing the development
cryvironment — Aodroid arochireenre - Activities und views — [nteracting with LI
— Persisting, dana using S0)1.ite — Packaging and deployment - Intecaction with
servec-side apphcations — Using Google Maps, CibS and Wi-Fi - Integration with

[TRE LT B
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TECHNOLOGY 11 —08; Inwoduction to Objective C — 105 features — L
implementation — Touch frameworks — Data persistence using Core Dita and

v SQLite - Location wware applicetions using Core Location and Map Kit —
Integrating ealendur and address book with social media application — Using Wi
Fi - iPhone marketplacs, Swifi: Introduction 1o Swift, featurcs of swill.

“Relereaces: 1. Churlie Colfins, Michael Galpin and Matthias Kappler, *Android in
Practice”, Drcam Tech, 2012

2. Anubhay Pradhan, Anil v Despande Composing Mobile Apps, Learn, sxplore,
apply

3 Tames Dovey and Ash Furrow, “Beginning Qbjective C*, Apress, 2012

4. Teff MeWherter and Seolt Gowell, "Professional Mobile Application
Development®, Wrox, 2012

5 Diavid Mack, Jack Mutting, Jull LaMarche and Frederic Olsson, *Brginning 1063
f. Development: Exploring the 103 SDK”, Apress, 2013.
| CO: i

COl, Acquire the skills to cdit, test and implement soflware for a client-server
i vironment;

€102, Develop programs o retrieve data from forms and files to produce user displays
and reports; CO3, Leam programming constricts and develop programs theh wse strings,
dates, armays, functions, classes and objects,

4, Design and develop user interfaces 1o collect and pressnt data and information;

CO 5. Develop tode to use rogular sxpreasions, handle saceptions and validate data for
fito and datubase storags:

{Ck 6, Implement measures 1K creats secure wih =ites;

I_If_'.'ﬂ 7. Degign, areale, and process o darahase;

= T A
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ITE 31: DATAWAREHOUSING & DATA MINING 300}
Unit Topic Fropesed
Lecture

Data Mining: Overview, Motivation, Definiion & Funchooalities, Pata
Processing, Fomn of Data Pre-processing, Data Cleaning: Missing Values, Noisy
Data, {Binning, Clustering, Regression, Computer emd Human inspectien),

L Inconsistens [ats, Data Integration and Transformation. Data Reduction: -Data
Cyhe Agerepation, Dimensionality reduction, Data Compression, Mumerosity
Redution, Dizcretization and Concept hicrarchy generation, Decision Tree

Data Warehousing: Owerview, Definitien, Data Warehousing Cormponents
building a Data Warchouse, Warehouse Databage, Mapping the Data Warshouss
i | 1o a Mulliprocessor Architecture, Difference beween Database Syatem and Da I
Warchause, Multi-THmcnsionel Data Model, Data Cubes, Stars, Snow Flaloez, Fn‘q
Consiellations, Concepl :

Datn  Visualizaton and Owerall Perspective: Aggregation, Ligtorical
information, Query Facility, OLAFP function and Tools. OLAPF Servers, ROLAL,
WMOLAP, HOLAP, Data Mining interface, Security, Backup and Resovery,
Tuning Data Warehouse, Testing Data

Warehouse, Warehousing applications and Recent Trends: Types of Warehousing
Applications, Web Miming, Spatial Mining and Tempor:! Mining

I

Classification and Prediction: Problem definition, General Approaches to
solving & classification problem, lssues regarding classification and prediction,
IV | Classification by Decision tree induction, Bayesian Classificalion, classificanon 08
by buck propayation, Rule-based classificution, Suppart Vector Machine

Clussering: Introduetion, Similarty and [Yistance Measures, Hierarchical and
Partitioned Algorithms. Hiersrchical Clustering- CURE and’ Chamelzosn. Erensity
Ttased Wethods-DBSCAN, OPTICS. Grid Based Mathods- STIMG, CLIQU.

v Muodel Hased Method —Statistica]l Approach, Association rules: Inroduction, "
Lurge Ttemsers, Husie Algorithms, Parallel and Disteibuted Algorithms, Peural
Matwork appriach,
Relerences: . ]

1. Alex Bersan, Stephen J. Smith “Dats Warehousing, Data-Mining & OLAF", TMH

2. Matk Humphrizs, Michael W. Hawkins, Michells (.. Dy, “Data Warshousing: Architeciure and
Tmplementation™,

[*ea meiars

3.1 Singn. Data Mining and Warchousing, Khanna Publishing House

5 Aren K. Pujan, “Data Mimng Tochniouwes™ Lmiversitizs Press
6. Pieter Adriauns, [JolfZannnge, “Data-Mining”, Pearson Educalion

4, Murgaret H. 1Junham, %. Sodhbar, “Diatabining: [otroductony and Advanced Topies Fearson Education |
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COURSE OUTCOMES:

Get expasure te Data warshouse and its avchitectures.
Understand mulfi-dimensional dats model like OLAP

Understand the dma pre-processing technigues aggregafion, sampling,

selechion, dimensionality reduction, discretiziion and binarzatian

Apply Duta Mining ta real world datasets.
Interpres the Data Mining resulis.

- @ @& % @& 2

Extract knowledie using data mining techniques

Anahyze relationship among ilemsets using techmiques like Aprior and FP-growth,
Understand classification slporithms like Decision mee, Bayesian, Neural nctworks cic.
Understand classification algorithms like K-mocans, Hisrurchical, DESCAN cte.

Feature Subwj
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ITE 33: Graph Theocy

-G

Unit

Tople

Froposed
Lectura

Graphs, Sub graphs, some basic properties, vanous example of graphs &
{heir sub praphs, walks, path & circuits, connected graphs, disconnecled
eraphs and component, suler graphs, vanous operation on  graphs,
Hamiltonian paths and circuits, the traveling sales man prohlem.

1

Trees and fundamental circuits, distance diameters, radius and pendent
vertices, rooted and binary trecs, on coonting trees, Spanming mees,
fundamental circuits, finding oll spanning trees of a graph and a weighted
gruph, algorithms of primes, Kruskal and Dijkstra Algorithms,

B

111

Cuts sets and cut vertiees, some propertics, all cot sels in a graph,
fundamental circuits and cuk sets, connectivity and separability, network
florws

Planer grephs, combinatorial and geometrie dual: Kuratowski graphs,
detection of planarity, geometric dual, Discussion on criterion of pleouaty,
thickness and crossings.

v

Vector space of a praph and vectors, basis veclor, cut sel vector, ejrenit
wectar, eireuit and cut et subspaces, Matrix representation of graph — Basic
eonceprs; [ncidence matrix, Circuil matrix, Path matris, Cut-sct matnx snd
Adjacency matris.

Coloring, covering and partitioning of a graph, chromatic number,
chromatic partitioning, chromatic polynomials, matching, covering, faur
color problem

Dhiscussion of Graph theoretie algorithm wherever required.

=

References:

1. Do, M, Graph theery with applications to Engineering and Cln:rmputﬂ Seience, PHI

2. Gary Chartrand and Ping Zhang, Introduction 1o Graph Theory, TMH
3. Ruobin J. Wilson, Introduction to Graph Theory, Pearson Rducation

4. Hariry, F, Graph Theory, Marosa

5. Bondy and Murthy: Graph theory and application. Addison Wesley.
& % Balakrishnan, Schaum's Outline of Graph Theory, THH

7. Geir Agnarsson, Graph Theory: Modeling, Applications and Algorithms, Pearson
| Education

i
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Course Dulcomes; After mmFTIulinn of the course, the student will be able bo:
COl: Esplain the basic concepts of graph theary.
(CO2: apply the basic voncepts of mathemalical logic
O3 describe and solve some real time problems using concepts of graph theory.

. G —

ITE 52: GAME PROGRAMMING

DETAILED SYLLABUS 1.
= = ]
Unl | Propaset
t : Lecture
A0 CRAPHICS FOR GAME FROGRAMMIMNG:
| 3D Transformations, Quaternions, 30 Mudslng and Reodering, Ray Traving, Shader 5
Mudels, Lighting, Color, Texmuring, Cumera #rd Projections, Culling wnd Clipping,
. Character Animation, Physics-Based Simulation, Scone Graphs.
| GAME ENGINE DESIGN: i
11 | Game Engine Archiecturs, Engine Support Systems, Resources and File Sysiems, Gume o |
Loap i
And Benl-Time Sicaulation, Human Interface Devices, Collision and Rigid Body
Dynamics, Ciumie Profiling, . N N
GAME FROGR AMMING: .
11l Applicestion Layer, Game Logic, Game Views, Managing Memery. Comrobling the Muin| i
! Loop, Loading and Caching Gome Data, User Interface Management, Came Event
[ Managemeanil.
| GAMING PLATFORMS AND FRAMEWORKS:
BV | 21 And 30 Geme Develo pment Usimg Flash, DireetX, Java, Python, Game Engines — s
DX Seudio, Uniny.
GAME DEVELOPMENT: o =
Y B

ory b PR ¢ R ki il - MU ey e SRl o T e e = e

Developing 213 And 3D Intaractive Games Using DirectX or Python — lsometric and
Tile Based Gameas, Puzsis Gﬂm_es. Single Player Ganes, Multi-F layer Ciumes.

_,r'""-
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Text bonks:
1.

2. Juson Oregory, “Uame Engine Architecture”™, CRC Press f A K Peters, 2005,
3. David H. Fberly, “30 Game Engine Design, Second Edition: A Practical Approach to Real-

Mike Me Shaficfy And David Grabam, “Came Coding Complete”, Fourth Edition, Cengage
Learning, TR, 2012,

Time Computer Graphive™ 2nd Editions, Morgun kaufmann, 2008,

Emest Adams And Andrew Rollings, 'F arlarentals of CGuame Design™, 2nd Edition Prentice Hall
¢ Mew Riders, Z002.

Eri¢: Lengyel, “Mathematics For 30 Game Programming and Computer Graphics", 3rd

Edition, Course Technology FTR. 2011,

Tesse Schell, The Art of Game Design: A Baok of Lenzes, 15t Edition, CRC Press, 2008,

\g-—‘ e T

ITE 34: ADVANCER IMAGE

PROCESSING TECHNI)UES
DETAILED 3-0-0
SYLLARUS
Umii Froposed
- , Lectore |
DIGITAL IMAGE FUNDAMENTALS: $teps in Digital Image Processing —
1 Components — Elerments of Visual Perception — Imape Sensing and Acquisition — 08

! Twa-dirnen stonal mathematical prelitn inaries, 20 rransforms - DFT, DU,

Tmage Sampling arul Quanmization = Relationships between pinels — Color image
fundrmentals — RGH, HE1 models,

IMAGE ENHANCEMENT:
% pakial Domain: Gray level iransformations — Histapram processing — Basics of

LT Ypatial Filtering— Smouthing and Sharpening Spatial Filtering, Froqueney Cromnain: 05
introduction 1 Fourier
Transform- Snocthing and Sharpening frequency domain filiers = deal, Burerworth
and Ganssian flters, Homemorphic filtering, Colur image cnhancement.
IMAGE RESTORATION:
Image Restoration — degradaticn madel, Froperties, Noise models — Mean Fillers —

MU | Opder Staristics L
- Adaptive filters - Hand meject Filters - Band poss Filters — Notch Fillers -

e (Optinwin Nolch Filterng - laverse Putering — Wigner fillering -

IMAGE SEGMENTATION:
Edge deteetion, Edge linking via Hough transform - Tlucsholting - Region based

v | sepmentation - Region growing — Regon splitting and merging — Macphalogical 0y
procsssing- erusion and dilation, Sepmentation by momhological walersheds — brsic
concepts — Dam eonstruction — Waicrshed B

. ;
FAN . ¢
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so grmehtation elgorithm. l

IMAGE COMPRESSION AND BECOQGNITION;

Meed for duts compresgion, Huffman, Run Length Bneading, Shift codes, Arithmene
¥ coding, TPEG standard, MPEG. Baundary representation, Boundary description, 0s
Fourier Descriptor, Regional Descriptors - Topological feanure, Texture — Pattems
and Partarn classes — Recognition besed on

- matching,
T'exl books:
l. Refsel O, Gonzalez, Richard E, Woods, Digital lmage Processing Pearson, Third Bdition, 2010

2. Anil K. Jain, Fundamentals of Digital Lnage Processing Pearson, 2002

3 Kenoeth R. Castleman, Digital Image Processing Pearson, 2006,

4 Rafael C. Gonzalez, Richard E. Waods, Steven Eddins, Digital Image Frocessing Using
MATLABPearson Education, lnc., 2011

3 D, E, Dudgeon and RM. Mersereau, Multidimensional Digital Signol Processing Frentice
Hall Prafessional Technical Reference, 1990,

: William ¥. Pratt, Digital Lmage Processing John Wiley, New York, 2002

% Milan Sonkn et al Imoge processing, analysis and machine vision Brookes/Cole, Wikns

Publishing House, 2od edinen, 1599

e e {":'Ef;/

ITE 32: SOFT COMPUTING & ITS

ABPLICATION il
DETAILED 3-0-8
) SYLLABUS _
Unil Proposed |

_Lﬂtu.lﬂ!

Neural Networks-l {1niroduction & Arehitecture): Neuron, Nerve structure and
I synapse, Artificial Meuron and als model, activaton fuoctions, Newral perwork i}
architecture: single layer and multilayer feed forward networks, recurment netaorks,
Various leaming techniques; percepion and

comvergense mle, Auto-associative and hetro-asS0CiBHVE SOy,

weural Networks 11 (Back propogation nefwarksh: Architecture: perceptron

| medel, subulion, 08
single layer artifivial neural netwark, mulrlayer perception model; back propagations
Jearning mcthads, effeet af learning rule co-¢tiicient; buck propagation algorithm, |
factors affecting

|| backpropagation w=ising, applicatiomns.

m Fuzzy Logic-l {lntroduction]: Basic concepts of Ly logie. Fuzzy sets and Crisp ’ 0B
sely, Puzsy sal

| leony and opering, Propenties of fuzey sets, Fuzzy und Crisp relotions, Fusy
w Crisp cunversion. :

= s A - ————— - = e = it l 1 e . e
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Fuzzy Logic -1 (Fuzry Membership, Rules) : Membership functions,
interference in furzy logic,

fiuzzy if-then rules, Fuery implications, and Fuzzy elgorithms, Fuzzifications &
Defuzzificaion s, Fuzzy Controller, Industrial applications

— e e

Genefic Algorithm (GA): Basic concepts, working principle, procedures of GA,
flow chari of GA,

Genetic representations, (encoding) Initialization and selection, Genctic operators,
Mutation, Generational Cycle, applications.

Text books:

1. 5. Rajscharn & G.A, Vijayalakshmi Pai, “Meural Networks, Fuzzy Logic and Genetic Algonthm:
Synithesis and Applications” Prentice Hall of Indie.

2, N.P. Padhy, "Artificial Intelligence and Intelligent Systems™ O fiard University Press. Reference
Bowoks:

3. Siman Haykin, “Meural Merworks™ Prentice Hall of India
4, Timothy J. Ross, “Fuzzy Logic with Engineering Applications” Wiley India.

& Kumar Satish, "Meural Metworks” Tata Me Graw Hill

o e \(’]z/ A

IYAC CLOUD COMPUTING

DETAILED =il
SYLLABUS A
Unbt | Topie Proposed
Lecture
INTRODUCTION B SR

I Intreduction to Clond Computing — Definition of Cloud - Evolation of Cloud (113
Computing = Underlying Principles of Parallel and Distributed Computing — Cloud
Characteristics — Elasticity in Claud - On-demand Provisioning.

CLOUD ENABLING TECHNOLOGIES ]
Carvice Cmented Archilecture — REST and Systems of Systems — Web Services —

L Publish- Subscribe Made]l — Basics of Vimualization - Types of Virtualizations - i
Implemeniation Levels of Virualzahon - Yirtualization Structures — Tools and
Mechanisms — Virtualization of CPLU -

Memiry — IR [}:\-il:_r:ﬁ —Wipualization Eupp{rr'[ and [hisaster Becovery. o 5 =z
CLOUD ARCHITECTURE, SERVICES AND STORAGE

LIl Layered Cloud  Architecture Design - MIST Cloud Computing Reference 0%

Architecture — Public, Private and Hybod Clowds - laaS - Pagh — Zmas -

—
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Architertural Design Chaltenpes - Cloud Storage - Storage-as-A-Seryice '
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[ Advantages of Cloud Storage ~ Cloud Storuge Providers — 3.

RESOURCE MANAGEMENT AND SECURITY IN CLOUD

Inter Clomd Resource Management — Resourcs Provisioning snd Hesource
Provisioming Metheds - Global Exchangs of Cloud Resources — Security Owervisw
- Clowd Securiy Challenges — Seftware-as-a-Service Security - Secnrity
Guvemance — Vimal Machine Security - TAM —
Securily Stamdards,

“TCLOUD TECHNOLOGIES AND ADVANCEMENTS

LY Hadoop — MapRedues - Vipmal Boa — Google App Engine — Programming 3
Enviromment for Google App Engine — Open Slack - Federtion in the Cloud -
Four Levels of Federation — Foderated Services snd Applications — Futire of
Federilion.
Text books:

Kai Hwang, Geoffrey C. Fox, Jack G. Dongura, “Digtributed and Clowd Computing, From Paralle]
Processing tothe Intomet of Things™, Murgan Kaufmann Publishers, 2012,

Rittinghouse, Jobn W, and James F. Ransome, —Cloud Computing: Implementativn,
Menagemnt and Security, CRC Press, 2017,

Rajlourmar Biryya, Christian Vecchiola, 5. ThameraiSelvi, —Mastering Clowd Compuling, Tata
Mcgrave Hill, 2013,

Toby Velte, Anthony Velte, Robert Elsenpeter, “Cloud Computing — A Practical Approach, Taea
Megraw 11ill, 2009,

George Remse, “Cloud Application Architectures. Building Applications amd

Infrastructore in the Cloud: Transectional Systems e EC2 and Beyond [Theory in

Practice), O Reilly, 2005,

! {;LJ
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ITVACH: BIG DATA ANALYTICS

DETAILED b
SYLLABUS : )
[Lnit | Topic Fropescd
| Leuture
| INTRODUCTLON TOr BIG DATA AND HADCOP
I Types of Dhigital Daw, Intraduction 1o Big Dutu, Big Data Analytics, History of G

Hadoog, Apache Hadoop. Analyzing Duta with Unix wauls, Analyzing Daia with
Hadoop, Nadoop Swcaming, !ladoop Erho System. 1BM Big Data Strategy,

e ey . e

Tt oduction o Infosphere Big Insights und Big Sheets ]

L d
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HDF5 (Hadoop Diswikuied File System)
The Design of HDFS, HDFS Condepts, Commatd Line Interface, Hadogp fil
N | system inlorfaces, Dat flow, Data Ingest with Flume and Seaop. and Hadoo
archives, Haduop DO Compressiom, Serializotion, AvIG prd  File-Based Do
struilures,

i

Map Bedice
i | Anstemy of a Map Reduce Job Run, Failureg, Job Scheduling, Bhuflle and Sart,
Task Exccution, Map Reduce Types and Formats, Map Reduce Features.

Lt

Hadoop Eco System

Pig: Introduction te PIG, Execution Modes of Pig, Comparison of Fig with Daiabases
¥ | Grum, Pig Latin, User Defined Functions, Lata Processing operators. Hive: Hive
Shell, Hive Services, Hive Metaslore, Companson with Troditionul Databascs,
HiveQL, Tables, Querying Data snd Llscx Defined Functions. Hbase: IlBeasics,
Concepts, Clients, Example, Hbase Yersus RDBMS. Bip SOL: Intraduction

%

Dala Analytics with B
v | Machine Leamning: Intredugtion, Supervised Learning, Ungupervised Learming,
Collaborative Filicring. Big Data Analyties with Bigh.

Text Baoks =
1. Tom White “Hadoop: The [efnitive Guide” Third Edit an, O'reily Media, 2012, -
2 Seema Achurys, Subbasini Chellappan, "hig Dea Analytics™ Wiley 20135,
Rufereness
1. Michacl Berhuld, David 1. Hand, "Ineeliigent D Anglyais™, Springer, 2007,
2.Jay Licbowile. “Big Thala and Business Analyries" Anerbech Publications, CRE press (2011
3 Anand Rojaraman and Jef rey Tavid Ulmen, “Mining of Masive Data sets”, Cambndge
Liniversity Press, 2012
| 4. Glen), Myat, "Muoking Sense of Data™, John Wiley & Sons, 2007

COURSE OUTCOMES: The students will be whle to:

CO \: Tdentily Big Dala and its Business Implications.

)2 List the components of Hadoop and Hadoop Eco-System
C013: Access and Process Dara on Disributed File Systan

CO 4: Manage Job Exgeution in Hadaop Enviraement

0 5 Develop By Data Solutiens vsing Hadaop Eco Sysiem

O 6 Analyze Infosphere Biglnsights Big Datu Recommend aticns.

301 7: Apply Mushine Learing Techniques using B
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ITC6%1: Compller Deslgn Lib

Lab 1. Design a lexical analyzer for given language and the lexical analyzer should ignore
redundant spaces, labs and newlines. It should elso ignore comments. Although the syntax
specification states that idontifiers can be arbitrarily long, you may restrict the length to some
reasonable value, Simulate the same in C language.

Lab2, Write 2 C program to identify whether a given ling is a comment or nol
Lab 3. Write a € program to simulate lexical analyzer for validating operators.
Lab 4. Implemen! following programs using Lea.

1. Create a Lexer to take input from text file and count no of characters, no. of lines & no.
2. Write u Lex program to count nurnber of vowels and consonants in cach input string.

Lab 5. Write a Lex program to count the number of comment fimezs i each C program. Also elimdnate thein
and copy that program into separate file

Lab 6, Write a C program for canstructing of LL {1 parsing

Lab7. Wrile # C program for constructing recursive descent parsing.

Lab 8, Write a C program to implement LALFE parsing.

Lab 9. Create Yaee and Lex specification files to recognizes anthmetic expressions involving +, -, *and /.

Lab 10, Create Yace and Lex specification files are used to gencrate a galomltator which accepts, integer and
Mual bype argumenls

ITCHSL: COMPUTER NETWORKS LAB

Lab 1: Study varisus network devices

Lab 2: Metworks Cabling

Lab 3: Switches conliguration using Macket Tracer

Lah 4: Connect Lhe compaters in Local Arca Network using Packst Tracer
Lab 5: Configure the Nerwork Topology using Pucket Tracer

Lab & Router Configuration Using, Pecket Tracer

Lab 7- Static Route Configuranion on Reuter-Pan

Lab 8: Configure o Metwork Using Dhatanee Veetor Houling profoco!l

Lak O Confgue o Metwork Using Link state routing, Routing protoco!
Lab 10; Wireless connectivn using peckel tracer

Moste- [he instructor may addsdelete/modify/nme expenments, whersver he/she foels in a yustified manmer.

Comrse Ouicomes [(C0H)

COL: Compurer network Device enhance the know bedpe nenwork huhs

COF o pet the knowledge about the norwork router and Switches

(O3 Luna cabling help us in connectivity with different computers im 2 srnall arca
O Understand the purpose of packel wasers.

0% Inferconnect device and configure them wsing simple interface.

COM: Packe! Liacket halps us 1o design complex large networks,

{8/---" \kﬂr"fﬂ
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CO7: Enhance the interior gateway routing protecol.
CO8: Ta develop an understanding of modern netwark architecture from a design.
0019 View router configuration information and configure the host name interface description.

€00 Confipure satic route On twa roulers 5o that there is a network connestion betweon computers in the
o LANS

. N ——

ITTCA%3: Machine learning LAB
Caurese Quteomes:

Students will be able to:

CO1. Students will be able to perform programs on duta-preprocessing

002, Srudents will be able to write programs of regression

(03, Swdents will be able to pecform classification on real werld classification problems.

€034 Students will be able to develop programs for clustering and reinforcenent leaming.

005, Stedents will be able to use appropriste parameters and features for dimensionaliry
reduetion,

Practical List

Secrion 1 Practior of number of programs on data-preprocessing.

Section 2- Programs on various aspects of Regression,

Section 3: Programs on Classification

Section 4 Programs covering various concepts of clustening and reinforcement leaming

Section 3: Programs covering various concepts of dimensionality reduction.

B 1
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B.Tech. {Information Technology) VII™"

SEMISTER
SL | Subject : Evaluation Scheme | End
No. | Coges | Vol i A Semester | Total | Credit
LITI ¥ CT | TA [ Total | PS TE| PE
|| man i | Business 3 lolo | 30| 20]s0 100 150 3
Environment o —
Departmental "
2 I
2 |ME4 Elective-TV |t 30| 20130 100 150 &
< Departmental ]
,3 ITE 5 Elagtive.V 1 ()0 in | 20 (50 100 15 3 |
Open Elective-1]
4 | OEI | Annexure - 31010 jo | 20| a0 104 130 3
| | Biiv)]
Drepartmental
- : 2 23 23
'5 § "[IF_q L'_ Elextive-1V Lab s i h !
Mini Projeet ar
6 | ITCSSL | Internship 0 juj2 50 50 |
Assessment™
' ITC552 | Project g {alE | 50 100 [ 130 q
Total 2 o] 1z 450 18 |
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B.Tech. (information Technology) YIII

AE Rak

IT-ELECTIVE -3

I'TE 41: Cryprography & Newwork Security
[TF 42: Block chain ArchilectureDesign
ITE 43: Agile SoftwareDevelopment

ITE 44: Augmented & VirlualRezlity

e B —

[T-ELLECTIVE-5

ITE $:Artifical lotelligence

I TE 52:Mohile Computing

['TF 53: Deep Learning

| Ik 54:Farallel&Distributed Computing

Bo i

ot T R

-

SEMESTER
S1. | Subject e Evaluation Scheme Ead
b
| No. | Codes i s Semester | Total | Credit
] JT [P | cT| TA |Total | PS TE ] FE )
1 | MABEDI | Entreprencurship | 3 [0 |0 | 30 | 20 30 100 1 50 3
OpenElective- 310140 30| 20 |30 100 150 3
2 |OE?2 L[ Annesxure-
Biivi]
OpenElective- 3lo (o | 30| 20 [s0 100 150 i
3 |OE3 1V [Annexure-
| Biv]] '
ITCE5] Project nlo I8 LD 300 | 400 g
I Total oo JIB 850 §5
Tn _I !




OPEN E TIYE

OFPEM ELECTIVE-1
|. OE 11: Natural Language Processing
2. OF 12: Human Computer Interface
3. QE 13: IT in Forensic
OPEN ELECTIVE-2
I. OE 21:Robotics
2. OE 22:Multimedia System
3. OE 23:Introduction to Biotechnology
OPEN ELECTIVE-3
1. OE 31: Imegrated Waste Management for Smart City

2. OE 3Z: Quantum Computing
1. 0E 33: Gnd Cﬂmpuling

C:%ﬁ" BT %’
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B.TECH. (INFORMATION TECHNOLOGY)

o ——y

VII & VII1 SEMESTER (DETAILED SYLLABUS) -

ITE 41: CRYPTOGRAPHY & NETWORK.

SECURITY
DETAILED SYLLABUS -0
* Unit ' R ~ Topie - P roposed

Lecture

Introduction to security attacks, services and mechanism, Classical encryption tﬂchrﬁiuns-
substitution ciphers and transposition ciphers, cryptanalysis, steganography, Stream and
block ciphers. Modem Block Ciphers: Block ciphers principles, Shannon’s theory of 08
confusion and diffusion, fiestal structure, Data cncryption standard (DES), Strength of
DES, Idea of differential

cryptanalysis, block eipher modes of operations, Triple DES ;
Inireduction to group, field, finite field of the form GE(p), medular arithmetic, prime and .
relative prime numbers, Extended Euclidean Algorithm, Advanced Enceyption Standard r
{AES) encryption and decryption Fermat’s and Euler’s theorem, primarily testing, Chiness i i
Remuinder theorem, Discrete Logarithmic Problem, Principals of public key crypio
systems, RSA algorithm, security of BSA

Message Authenticalion Codes: Authentication requirements, authentication functions,
message authentication code, hash functions, birthday attacks, security of hash functions, |
Secure hash algorithm (SHA) Digital Signatures: Digital Signatures, Elgamal Drigital
Signature Techniyues, Digital signuture standards (DSS), proof of digital signature
algorithm, :
Key Management und distribution: Symmetrie key distribution, Dilhie-Hellman Key
Exchange, Public key distribution, X 509 Centificates, Public key Infrastructure.
Authentication Applications:

K.erberos, Electronic mail securily: prefty good privecy (PGP}, S/MIME. ot
IP Security: Archiiesture, Authentication header, encapsulating sepunity  payloads,
¥ | combining security associalions, key management. Inteoduction to Secure Sockel Layer, 03
| Secure electronic, transaction {SET) System Secunty: Introduceory ides of [nirusion,
Intrusion detection, Viruses and | |
related threats, firewalls ) ] |
Text books:

1. William Stallings, “Cryptography and Metwork Security: Principals and Practice™, PearsonEducelion.
2 Behrouz A. Frouzan: Crypography and Network Security, Tata MeGrawHill i
3.C K Shyamala, N Harini, Dr. T.R. Padmnabhan Cryptegraphy and Security, Wiley '
4 Bruge Schiener, “Applicd Cryptography”, John Wiley &Sons

5 Bernard Meneses,” Metwork Security and Cryptography”, CengapeLearning,

8. Atul Kahate, “Cryptography and Network Security”, Tata McGrawHill

n

v

by S =

fCourse Qutenme: -

C01- Classify the symnetric eneryplion 1echnigues and illustrate various public key cryptographic technigues
C072- Undersiand seeuriry protocols for protecting data on networks and b able to digitally sign emails and files,
o003 - Understand valnerability assessments and the weakness of using passwords for authentication

C04- Be able tooperform simple volneramlity assessments and password aLlits

5= Summarize Lhe intresion detectinn and it solutions o overcome the attacks.

':.J-_ r ":I \ ot
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DETAILED SYLLARUS 3-0-}
Urnit Tople Proposed
Leciure
Intreduction: Inweduction to Artificial Intelligence, Foundations and Histery of
: Artificial Intelligence, Applications of Artificial Intelligence, Intelligent Apents, Structure L
of Intelligent
Agents. Compuler vision, Natural Language Possessing, >
Introduction to Search; Searching for solutions, Uniformed search strategies, Informed
I search strategies, Local search algorithms and optimistic problems, Adversarial Search, 08

Search for games,
Alpha - Beta pruning

Kunowledge Representation & Reasoning: Propositional logic, Theory of first order logic,
III | Inference in First order logic, Forward & Backward chaining, Resolution, Probabilistic L
reasoning, Ldlity theory, Hidden Markoy Models (HMM), Bayesian Networks.

Machine Learning! Supervised and unsupervised learning, Decision trees, Statistical -
leamning
models, leaming with compleie data - Naive Bayes models, Leaming with hidden data - EM

v

Pattern Recognition: Introduction, Design principles of pattem recognition system,
v Statistical Pattern recognition, Parameter estimation methods - Principal Component [[}23
Analysis (PCA) and )

Linear Djscriminant Analysis (LDA), Chassification Techniques — Mearest Meighbar (VN
Rule, Bayes Classifier, Support Yector Machine (SWVM), K — means clustering

algorithm, Reinforcement learning, !

Text books:

II | Stuart Russell, Peter Morvig, “Arificial Intelligence = A Modern Approach™, PearsenEducation
2. Elaine Rich and Kevin Knight, “Anificial Intelligence” MeGraw-Hill

3. EChamiak and D MeDemoit, “Intreduction to Actificial Intelligence”, PearsonEducation

4. Dan W, Patterson, “Anificial Intelligence and Expert Systems”, Prentice Halt oflndia,

Course Catooime:-

0 | Understand the basics af the theory sind pracgiee of Ariticipl Incelligence a5 & discipline and aboyl intel]jpent agents.
-0 2 Understand search technigues and gaming theory.
U0 3 The student will learn o apply knowledpe representation techniques and problem solving steategies to conmunco Al

pRlications, :
Eﬂ 4 Smdent should be aware of echnigues wsed for classification and clustering. i
3 5 Student should aware of busics of pattern recognition and steps required for it

e % ¥4
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ITE 41 - L: -CRYPTOGRAFPIHY & METWORK SECURITY LAB

-~

The following programs may be developed -
I. Ta implement the simple s substitution technique named Caesar cipher using g € language.
2. Towrite a C program 1 implement the Playfair Substitution Lechnigue
I Towriiea O program o implement the hill cipher substitalion technigue.
4. Ta implemient the Vigenere Cipher substitution technique using C program.

-
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5. To write & C program to implcment the rail fence transposition technique
6.To write a C program ta implement Data Enerypiion Standard (DES) using € Language.
7.To write a C program 1o implement the RSA encryption algorithm.
8.To implement the Diffie-Hellman Key Exchange algorithm using C language.
¢ To write a C program to implement the MD3 hashing rechnique.
10, Calculate the message digest of a text using the SHA-] algorithm inJAVA.

\w

OE 12: HUMAN COMPUTER INTERFACE

DETAILED SYLLABUS

Taopi
¢

Proposed

Le-:rure__ i

Intreduction:lmpartance of user lnterface — definition, importance of 8 good design.
Benefits of good design. A briel history of Screen design. The graphical user interface —
popularity of graphics, the concept of direct manipulation, graphical system,
Characieristics, Web user — Interface popularity, charseteristics- Principles of user
interface

I

Design process: Human interaction with computers, importance of 8 human characteristicy
human

consideration, Human interaction speeds, understanding business junciions. [11 Sereen
Dresigning: Design poals - Sere

11!

]

Screen Designing:Design godls — Screen planning and purpose, § Organizing screen
elements,

ordering of screen data and comtent — screen navigation and flow - Visually pleasing
compasition = amount of information — focus and emphasis - presentation information
simply and meaningfully = information retrieval on web — statistical graphics —
Technelogical consideration in interlace desi_grl.

v

Windows: New and Nawigation schemes sclection of window, & selections of devices
bazed ond sereen-based controls. Components — (ext and messages, lowns and incredses —

Multimedia, colors, uses problems, ¢hoasing colors

AT el T e i y— e I a—
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Softwary tools: Specilication methods, interface — Building Tools. § Interaction Devices —
V | Keyboard and function keys — pointing devices — speech recognition digitization and
generation — image and video displays — drivers.

SIETE e b  . e

Text books; =R ) T

1. Alan Dix, Junet Finlay, Gregory Abowd, Russell Beale Human Computer Interaction, 3rd Edition Prantice

Hall,2004.

2. lonathan Lazar Jinjuan Heidi Feng, Harry Hochheiser, Research Methods in HumanComputer Interaction,

Wiley,2010.

3. Ben Shneiderman and Catherine Plaisant Designing the User Interface: Strategies for Effective Human-
Compauter Interaction (3th Edition, pp. 672, ISBN 0- 321-53735-1, March 2009), Reading, MA: Addison-

| Wesley PublishingCo,

B e (L

OFE 22: Multimedia Systems -
DETAILED SYLLABUS 30
0
Unit S Topi Propesed |
< N Lecture
Introduction to Multimedia, Multimedia Information, Multimedia Objects, Multimedia in
I business and work. Convergence of Computer, Communicativn and Entertainment products o :
Staees of Multimedia Projects. [
Multimedin hardware, Memory & storage devices, Commumication devices, Multimedia |
oftwarc's, presentation tools, lools for objeet generations, video, sound, imape capu.ulng,u |
uthoring teols, card and page-based authoring tools. : ~
Text. Sound MIDI. Digital Audio, audio ile formats, M1D] under windows environment |
1M JAudio & Video Copture, (1]
lufman Coding. Shannon Fano Algorithm, Huffman Algorithms, Adaptive Coding) -
Arithmetic Coding Higher Order Maodelling. Finite Context Modelling, 13ictionary hased
M [Compression. Sliding Window Compression, LZY7. LZW compression, Compression, (K
nmpressign ratio lossless & lossy compression. .
speech Compression & Synthesis '
v igital  Audio concepts, Sampling Variables, Loss less compression of sound, lassy (8
comprassion & silence LAMTIPrESSI 0. |
L L S
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mages: Multiple monitors, bitmaps, Vector drawing, lossy graphic compression, image fils

¥  [formatanimations Images standards, JPEG Compression, Zig Zag Coding, 08
ideo: Yideo representation, Colors, Video Compression, MPEG standards, MHEG

tandard Video Strearmning on met, Video Conferencing, Multimedia Broadcast Services,
ndexing and retnieval of Video Database, recent development in Multimedia. 3

Text books: “F

1. Tay Vaughan, "Multimedia, Making I'T Work™, McGraw Hill,
2. Buford, “Multimedia Systems”, Addison Wesley.

3. Mark Nelson, “Data Compression Hand Book™, BPB.
4. Sleinreitz, “Multimedia System”, Addison Wesley.

Course Ohutcome: =

K00 To Critically and analyze the key components of multimedia technologies including text, graphics, voice, video
gnd animation and the brond principles associated with multimedia concepts used in computer graphics.

02 Create vector and typographic designs and apply masking effect to images and create an animation using the
s panel.

03: Design an image using image editing tools and apply effectively, Create animated sequence with titles applying
the principles of animation.

(COd: Apply acquired knowledge in the field of multimedia for the good cause like advertisement in practice and
independently continue w expand knowledge in this figld.

i

\

OE 33: Grid Computing

DETAILED SYLLABUS H-0

CONCEPR]S AND ARCHITECTURE | | |
Introduction-Parallel and Distributed  Computing-Cluster  Computing-Grid - Computing "
I Anatearry and Physiology ol Grid- Web and Grid Services-Ueid Standards - DGSA-WERF -

Unit | Topic Propesed |
i § Limlesi

Trends, Challenges, and applications,
GRID MONITORING

AdlCE  MDS- Service Level Agreements {SLAs) - Other Moniwring Systems- Ganglia,

11 Erid Manitoring A rchitecture (GMA] - An Crverview of Grid Moniloring Systems- R-GMA - g

ridMon, Hawkeye and Mevwork Weather Service.

e e e T
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RID SECURITY AND RESOURCE MANAGEMENT 9

rid Security-A Brief Security Primer-PK1-X50% Certificates-Grid Security-Grid Scheduling
Resource Management, Gridway and Gridbus Broker-principles of Local Schedulers,
verview of Condor, SGE, PBS, L5F-Grid Scheduling with (305,

ATA MANAGEMENT AND GRID PORTALS ¢ Data Management-Categories an
riging of Structured Data-Data Management Challenges, Architectural Approaches-
ollective [rata Management Services-Federation Services-Grid Portals-Generations of Grid

ortals,

v

u

——

RID MIDDLEWARE
Vv |List of globally available Middieware - Case Studies-Recent version of Globus Toolkit and
Lite - Architecture, Components and Features. Features of Next eneration grid.

"Text books:

1. lan Foster, Carl Kesselman, The Grid 2: Blueprint for a New Computing
Infrastructure, Elsevier Series, 2004.

2. V ladimir Silva, Grid Computing for Developers, Charles River Media, January 2006.

3. Parvin Asadzadeh, Rajkumar Buyya, Chun Ling Kei, Deepa Nayar, and Srikumar
Venugopal, Glohal Grids and Software Toolkits: A Sudy of Feur Grid Middleware
Technologies, High Performance Computing: Paradigm and Infrastructure, Laurence
Yang and Minyi Guo (editors), Wiley Press, New Jersey, USA, June 2005.

4. Jarck Nabrzyski, Jennifer M. Schopf, Jan Weglarz, Grid Resource Management: State
of the Art and Future Trends, {International Series in Operations Research &

Management Scicnee), Springer; First edition, 2003

OF 31: Integrated Waste Management for smart City

DETAILED SYLLABUS
~ Unit ! Topic

TRODUCTION TO SOLID WASTE MANAGEMENT:
unicipal Solid Waste Suurces; compasition; generation rates Swochh Bhorat Mission and
Smart Lities Program. Current Issues in Solid Waste Management and Review of M5 W

| tM.HHHE-:J!T'IL‘.ﬂl Stats in First List of 20 Smart Cities in the {ountcy. . e A

| 300

Proposed
Lestare

T e L s




[T unicipal Solid Waste, Characteristics and Quantities, Collection, Transportation,

UNICIPAL SOLID WASTE MANAGEMENT - FUNDAMENTALS:
gregatian and Processing.

ISPOSAL OF MUNICIPAL SOLID WASTE:
ndfill, Biochemical Processes and Composting, Energy Recovery from Municipal Solid
111 ag0e, Municipal Solid Waste (WEW) ules 2016,

ONSTRUCTION AND DEMOLITION (C&D) WASTE MANAGEMENT:
v verview of C&D Waste — Sources, Effects, and Regulations, Beneficial Reuse of C&D
aste Matenals

PELELTRDN]E WASTE (E-WASTE) MANAGEMENT:
L ources, Effects, 1ssues and Status in India and globally, controlling measures, E-Waste
anagernent Rules 2014 and Management Challengss. :

P s t——— ——— ———

“Text books:

1. William A Worrell and P. Aame Veslind, “Solid Wasic Engineering”, 2nd Edition
Cengage Learning, 2002 (ISBN-13: 978-1-4390-6217-3)

2. George Tchobanoglous, Hilary Theisen and Samuel A Vigil, “Integrated Solid Waste
Management”, Tata MoGraw Hill, 1593,

3. The Central Public Health and Environmental Engineering Organization (CPHEEQ),
“Manual on Solid Waste Management®, India, 2016,

{Conrse Ouirome: -

To know about the claszification of waste.
To know the disposal of various waste.

Ta learn the dermolition wasie and disposal.
To learn the E waste and their disposal,

ot
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“OF 21: Robutics =
3 DETAILED SYLLABUS 3040
Unit Topic Proposed
[ Lecture

rief History, Types of robots, Overview of robot subsystems, resolution, repeatability and
racy, Degrees of freedom of robots, Robot configurations and concept of workspace,
echanisms and transmission, End effectors and Different types of grippers, vacuum, and
er methods of gripping. Pneumatic, hydraulic, and electrical actuators, applications of]
obots, specifications of different industrial robots.

otation matrices, Euler angle and RPY representation, Homogencous transformation
I atrices, Denavit-Hartenberg notation, representation of absolute position and orientation in
erms of joint parameters, direct kinematics.

nverse Kinematics, inverse orcatation, inverse locations, Singularities, Jacobian, Trajectory
I [Planning: joint interpolation, lask space inerpolation, executing user spocified tasks.

o8

Btatic force analysis of RP type and RR type planar robots, Dynamic analysis usinﬁ
v grangian and Newton-Euler formulations of RR and RP type planar robats, Independen

pint control, PD and P10 feedback, actuator models, nonlinearity of manipulator models,
: puted torque control, force cantrol, hybrid control.

F-Ensnrs- and controllers: Internal and external sensors, position, velocity and acceleration

¥ nsars, proximity sensors, force sensors, laser range finder. Robot vision: image protessing

wndamentals with effect from 2005 - 16 for robotic applicalions, image acquisition and

reprocessing. Segmentation and region characterization object recognition by image
ratching and based on featurcs

u§

Text books:

1. Nagrath and Mittal, *'Robotics and Conteol”, Tata MeGraw-Hill, 2003,

2. Spong and Vidhyasagar, “Robot Dynamics and Control”, John Wiley and sons, 2008,

3. Fu. K.%, Cionzalez, R.C., Lee, C.5.G, Robotics, control, sensing, Yision and Intelligence,
MeGraw Hill International, 1987

4. Harry Asada &Slomine “Robot Analysisd Control”, Wiley Publications, 2014

5 % K Saha, “introduction to Robotics . 2
2™ adition, TMH, 2013
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OE i&: Introduction to Biotechnology

DETAILED S5YLLABUS

300

Umit

Tople

Proposed |
Lecture

TRODUCTION TO BIOTECHNOLOGY

undamenials of Biochemical Engineering, Biotechnology and Society. Principles and

rocesses: Application in Health, food, medicine, and Agrculture; genetically modified
M) organisms; biosafety issues.

08

Il

1OMOLECULES

uilding Blocks of Biomolecules-Struciure and dynamics. Structure and function of
cromolecules (Carbohydrates, Proteins, Lipids). Classification of Enzymes; Purification

d characterization of enzymes from natural sources. Comparison of chemical and enzyme
atalysis,

ICELL AS A BASIC UNITOF LIFE o

Introduction: Definition, Study of Microbes, Types of microbes, Classification of microbes,
Ongin of microbiology. Application of microbes in formentation Biotechnology. Cellular
Techniques including chromatography.

08

[v

HISTORY OF BIOINFORMATICS

Introduction and application. Biological databases (nucleotide and protein daws bases,

Structure databases) and their retrieval. Sequence file formats. Information Sources Analysis
using Bioinformatics taols.

Y Fn[mdunlinn Genome  Sequencing  Projects, Gene Prediction and  counting, Gr:nnrnd_

GENOMICS o '

imilarity, SMNPs, and comparative genomics. |

“Text books:

|. Text book of Biotechnology by H.K. Dass {Wiley India publication)
2. Biotechnology by B.D. Singh (Kalyani Publishers)
3. Text book of Biotechnology by R.C. Dubey (5. Chand and company)
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| ITE42: BLOCKCHAIN ARCHITECTURE
DESIGN -

DETAILED SYLLABUS ; 310
Unit Topic Proposed
Lecture

Introduction to Blockchain: Digital Money to Distributed Ledgers, Design Primitives:
| Prtools, Securnty, Consensus, Permissions, Privacy. iR
Blockchain Architeciure and Design: Basic erypto primitives: Hash, Signature,) Hashchain
4]

Blockchain, Basic consensus mechanisms
Consensus: Requirements for the consensus protocols, Proof of Work {(PoW), Scalability
aspects of Blockehain consensusprotocols bd

Permissioned Blockchains: Design goals, Consensus protocels for Permissioned
Blockehains

Hyperledger Fabric (A): Decomposing the consensus process, Hyperledger fabric
11 | components, Chaincodellesign and Implementation [

Hyperledger Fabric(B): BeyondChaincode:fabric3DKandFrontEnd(b)Hyperledger
COMPOSET 100

Use case 1:Blockchain in Financial Software and Systems {FSE} () Se,ttlemenls () KYC,
v (ili} Capital markets, (iv) Insurance 113
Use case 2: Blockchain in tmde/supply chain: (i) Provenance nt"gnnd_s, visibility,
tradefsupply

chain finance, invoice management diseounting, ele.
Use case 3; Blockehain for Government: (i) Digital identity, land records and ather kinds of
record keeping between government entities, (i} public distribution system social welfare
aystems

Blockchain Cryptopraphy, Privecy and Security on [ockchain

Text books:

1. Muastering Bitcoin: Unlocking Digital Cryptocurmencics, by AndreasAntonopoutos
2. Blockchain by Melanie Swa,0'Reilly |
3. Hyperledger Fabric -hitps//wwe hyperledger.org/projecta/fabric

P

I}

4. Zerooe Blockchain =+ AnIBMRedbovkscourse, byBabDill,DavidS rmils- ;
I
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OFE 13: IT in Forensic Science

e e Topic

DETAILED SYLLABUS

3-0-0

Proposed
Loctnre

wveryiew of Biometrics, Biometric Identification, Biometric Vaﬁfi&atium Biometoe
“nrollment, Biometric System Security,

uthentication and Biometrics: Secure Authentication Protocels, Access Control Security
rvices, Matching Biometric Samples, Verification by humans,

ommaon biomctries: Finger Print Recognition, Face Recognition, Speaker Recognition, Iris
ecognition, Hand Geometry, Signature Werification

[}

Il

[Introduction to Information Hiding: Technical Steganography, Linguistic Steganography,

Copy Right Enforcement, Wisdom from Cryptography

IPrinciples. of Steganography: Framework for Secret Communication, Securiry of
Stegancgraphy System, Information Hiding in Noisy Data, Adaptive versus non-Adaptive
Algorithms, Active and Malicious Attackers, Information hiding in Written Text,

m

A Survey of Stegan ographic Technigues: Substitution systems and Bit Plane Tools,
Transform Domain Techniques: - Spread Spectrum and Infommation hiding, Statistical
Steganography. Distortion Techniques, Cover Generation Techniques,

Steganalysis: Looking for Signatures: - Extracting hidden Infurmution, Disabling Hidden
Information.

v

Watermarking and Copy -riEI_:L_tFPrntediun: Basic Watermarking, Watermarking
Applications, Requirements and Algorithmic Design Issues, Evaluation and Benchmarking off
Watermarking system.

Traosform Methods: Fourier Transformation, Fast Fourier Transformeation, Discrete Cosine
Transformation, Mellin-Fourier Transformation, Wavelets, Split Images in Percepiual Bands.
Apphications of Transformation in Steganography.

Vv

08

Compater Iorensics, Rules of evidence, Evidence dynamics, Evidence collection, Daty

recovery, Preservation of digital evidence, surveillance tals for future warfare.

08

',

Fa

ohoba o b

Text books:
kai | [wang, Geollrey C. Fox, feck G Dongarma, “Distributed and Cloud Computing, From Parallel

Mrocessing tothe [niemet of Things™, Morgan Kaufmoenn Publishers, 2012,
Rittinghouse, John W, and James F. Ransome, —Cloud Computing: Implementation, Management
andSecurity, CRC Press, 2017,

Rajkumar Buyya, Christian Vecchiala, 5. ThamaraiSelvi, —Maustering Cloud Computing, Tata Megeaw
Hill, 2013,

Taby Velte, Amhony Velte, Robert Elsenpeter, “Cloud Computing - A Practical Approach, Tate Meograw
Hill, 20HH.

(eorge Reese, “Cloud Application Architectures: Building Applications and Infrasiructure in
theCloud: Transaetional Systems for RC2 and Beyond {Theory in Fractice), O Reilly, 2006,

e 5

Course Outcome of [T in Facensic Seicnee ™ e T Tﬁx

Demanstrare compereney in the callection, processing, nnaly sss, ond evaluation of cvidence.

Dzmanstrale compelzncy in Le prsciples of came scene investigalico, including the recegnition, collection, identificuon,

preseevation, and docemsnkatien of plivsieal evidenee,

Demarsirate an understursding af the wcienific methed and the uze of problem-salving within the ficld of foreosic scicme

Ldentify the roke of the forensiv scaentist and physisal evidence within the criminal justice sysem.
Demanstrate the akility to document and orally deseribe crime sceres, physical cvidence, and scientific processes,
Ed=ntity and csaming currend and emesping concepts and practices within the foreasic seivnee figid,

A
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ITE 43:AGILE SOFTWARE DEYELOPMENT

DETAILED SYLLABUS

Unit

J=1-10

Tople

Proposed
Leciure

AGILE METHODOLOGY -
Theories for Agile Management — Agile Software Development — Traditional Model va,
Agile Model — Classification of Agile Methods — Agile Manifesto and Principles — Agile
Project Management - Agile Team Interactions — Ethics m Agle Teams — Agility in
Design, Testing — Agile Documentations — Agile Drivers, Capabilities and Values

08

II

AGILE FROCESSES

Lean Production - SCRUM, Crystal, Feature Driven Development- Adaptive Software
Development — Extreme Programming: Method Overview — Lifecycle - Work Products,
Foles and Practices.

a8

11

AGILITY AND KNOWLEDGE MANAGEMENT
Agile Information Systems — Agile Decision Making — Earls Schools of KM - Institutiona)
Knowledge Evolution Cycle = Development, Acquisition, Refinement, Distribution,
Deployment leveraging = KM in Software Engincering — Managing Software Knowledge —
Challenges of Migrating to Agile Methodologies - Agile Knowledge Sharing — Role of
Story-Cards - Story-Card

e -

a8

Maturity Model (SMM).

AGILITY AND REQUIRE A ING
Impact of Agile Processes in RE—Current Agile Practices — Variance ~ Chverview of RE
Using Agilc = Managing Unstable Requirements — Reguirements Elicitation = Agile |
Requirements Absiraction Model — Requirements Management in Agile En-.r:imnmtmt,ff
A pile Requiremnents Prioritization-Ag ileReguirementshModelingandGeneration— ©
Concurrencyin Agile
Reguirements Generation.

08

Text books:
I.David J. Andersen and Eli Schragenheim, "Agile Management for Software Engineering: Applying the
Theory of Constraints for Business Besules”, Frentice Hall, 2003.
2 Harza and Dubinsky, "Agile Soflware Engineering, Series: Undergraduate Tapics in Computer Science”,
Springer, 2009,

3.Craig Larman, "Agile and lievative Development: A Managers Guide", Addison-Wesley,2004.

4. Kevin C. Desouza, "Agile Information Systems: Concepiualization, Construction, and Management",
Butterworth- Heingmann, 2007,

AGILITY AND QUALITY ASSURANCE
Agile Product Development — Agile Metrics — Feature Doven Development (FDD) -
Financial and Production Metrics in FDXD — Agile Approach to Quality Assurance — Test
Driven Develepment — Agile Approach in Glebal Software Development.
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ITE 44: AUGMENTED & VIRTUAL BREALITY

DETAILED SYLLABUS

3-1-0

Topic

Proposed

Lectare

| VIRTUAL REALITY AND VIRTUAL FENVIRONMENTS: The Tfistorical
development of VR: Secientific landmarks Computer Graphics, Real-time computer

graphics, Flight simulation, Virtual covironments, Requirements for VR, benefits of
Virtual reality.

HARDWARE TECHNOLOGIES FOR 3D USER INTERFACES: Visual Displays
Auditory Displays, Haptic Displays, Choosing Output Devices for 30 User Interfaces.

11

3D USER INTERFACE INFUT HARDWARE: Input device characteristics, Desktop
input devices, Tracking Dovices, 30 Mice, Special Purpose Input Devices, Direct Human
Input, Home - Brewed Input Devices, Choosing Input Devices for 3D Interfaces.

(1

SOFTWARE TECHNOLOGIES: Database - World Space, World Coordinate, World
Cavirenmenl, Ubjects - Geemetry, Position / Orientation, Hierarchy, Bounding Volume,
Scripts and other snributes, YR Environment - VR Datsbase, Tessellated Data, LODs,
Cullers and Occluders, Lights and Cameras, Scripts, Interaction - Simple, Feedback,
Graphical User [nterface, Control Panel, 213 Controls, Hardware Controls, Room ( Stage |
Area Descriptions, World Authoring and Playback, VR toolkits, Available software in
themarket

IV

3D INTERACTION TECHNIQUES: 3D Manipulation tasks, Manipulation Technigues
and Input Devices, Interaction Techniques for 3D Manipulation, Design Guidelines - 3D
Travel Tasks, Travel Techniques, Design C(uidelines - Theoretical Foundations of
Waylinding, Lser Centered Wayfinding Support, Environment Centered Wayfinding
Support, Evaluating Wayfinding Aids, Design Guidelines - System Control, Classification,
Graphical Menus, Voice Communds, Gestrual Commands, Tools, Multimedal System
Control Techniques, Design Guidelines, Case Study: Mixing Systemn Control Methods,
symbolic Input Tasks, symbolic Input Techniques, Design Guidelines, Beyvond Text and |
Mumber entry. - |
DESIGNING AND DEVELOPING 3D USER INTERFACES: Siratcgies for Designing |
and Developing Guidelines and Evaluation. i
VIRTUAL REALITY AFPLICATIONS: Engineering, Architecture, Education, |
| Medicine, Enteriainment, Scicnce, Training, l

%

E:

. - S—————

i

Augmented and Mixed Reality, Taxonomy, tcclinrrlr.:gy and [eelures of augmented reality,

difference beoween AR and VR, Challenges with AR, AR sysiems and functionality, |
| Augmented reality methods, visualization technigues for augmented reality, wireless |

displays in educational augmented reality applications, mobile projection interfaces,

marker-less tracking for augmented reality, cnhancing interactivity in AR eavironments,

Text boohks:

evaluating AR syslems.

b2

| Alan B Craig, William R Sherman and feffrey D Will, “Developing Virlual Reality Applications:

| Foundations of Effective Desipn®, Morgan Kaufmann, 2009,
|

- 2. Gerard lounghyun Kim, ~Designing Virtual $ystems: The Siruciured A rogch™, 2003,
A1k ¥ e
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A ¥iola Jrand lvanPoupyrev, " 3D Userlnterfaces Theoryand Practice™
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ITE 52: Mobile Computing

DETAILED SYLLABUS

L

[. 1. Schiller, Mobile Communications, Addison Wesley,
2. Charles Perkins, Mobile [P, Addison Wesley.
3. Charles Pecking, Ad hoe Networks, Addison Wesley.

. Upadhyaya, “Mobile Computing®, Springer

31-0
Unit | R Topic - Proposed
o Lecture

I [ntreduction, issues in mobile computing, overview of wireless telephony; cellular concept, 08
GSM:  air-interface, channel structure, location management: HLR-VLER, hierarchical)
handoiTs, channel allocation in cellular systems, CDMA, GPRS. :

Wireless Networking, Wireless LAN Owerview: MAC issucs, IEEE 802.11, Blue Tooth]

II [Wireless multiple access protocols, TCP over wireless, Wircless applications, d 08
broadcasting, Mobile 1P, WAP: Architecture, protocel stack, application environmen
applications.

Data management issues, data replication for mobile computers, adaptive clustering for div

[I1 [nobile wireless networks, File system, Disconnecied operations. 8

obile Agents computing, security and fault tolerance, transaction processing in mobile

v glmputirtg eny i ronmenl. s

L__ dhoc networks, localization, MAC issues, Routing protoeols, global state routing (GSR),
¥ estination sequenced distance vector rouling (D5DV), Dynamic source routing (D3R, 08
d Hoc on demand distance vector routing {AODY), Temporary ordered routing algorithm
ORAY, ©05 tneAd Hoe Networks, applications.
Text boobis;

~ e
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ITE 54: PARALLEL AND DISTRIBUTE
COMPUTING

DETAILED SYLLABUS 3=1-0

Unit

Topie Proposed
Lecture

Introduction: Scope, issues, applications, and challenges of Parallel and Distributed

Camputing ParallelProgrammingPlatforms:ImplicitParallelism; Trends |
inMicroprocessor Architectures, Dichotomy of Parallel Computing Platforms, |

Physical Organization, Communication Costs in Parallel Machines, Routing Mechanisms 0%

for Interconnection Networks, GPU, co- processing.

Principles of Parallel Algorithm Design: Decomposition Techniques,Characteristics of

Tasks and Interactions, Mapping Technigues for LoadBalancing.

[1

CUDA programming model: Overview of CUDA, Isolating data to be used by
parallelized code, APl function to allocate memory on pargllel computing device, to g
transfer data, Concepts of Threads, Blocks, Grids, developing a kernel function to be
executed by individual threads,

Executionofkernel functionbyparallclthreads transferringd atabacktohostprocessorwith AP
function.

Analytical Modeling of Parallel Programs: Sources of Overhiead in Paralle] Programs, |
Performance Metrics for Parallel Systems, The Effect of Granularity on Petformance, 08
Scalability of Parallel Systems, Minimum Execution Time, and Minimum Cost-Optimal
Exccution Time -

v

Dense Matrix Algorithms: Matrix-Vecior Mulliplication, Matrix-Mzatrix Multiplication,
Issuesin Sorting on Parallel Computers, Bubble Sort and Variants, Quick Sort, Other Surtingll
Algorithms Graph Algorithms: Minimum Spanning Tree: Prim's A lgorithim, Single-Sovrcqg 08
shortest Paths; Dijkstra's  Algorithm, All-Pairs Shortest Paths, Transitive Closure !
Connected Components, Algorithms for Sparse CGraph

Vv

Search Algorithms for Discrete Optimization Problems: Sequential Search Algorithms,
Parallel Depth-First Scarch, Parallel Best-First Scarch, Speedup Anomaties in Parallel i

Search Algorithms

Text books: - i s

A Grama, A Gupra, G Karypis, ¥ Kumar, [ntroduction ta Parallel Computing (Znd ed.). Addisen
Wesley,2003,

C Lin, L Snyder. Principles of Parallel Programming, USA: Addison-Wesley Puhlishing Company 2008.

J leffers, I Reinders. Intel Xeon Phi Coprocessor High-Per formance I'rogramming. Morpan
KaufmannPublishing and Elsevier.2(13,

T Mattson, B Sanders, B Massingill, Patterns for Parallel Programming. Addison-Wesley

mecs:einn_al,zm-'l.
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OF 22:Deep Learning

]

B

DETAILED SYLLARUS II 3-0-0
Unit Topic | Proposed
Lecture

[NTRODUCTION: Introduction 1o machine learning- Linear models (SYMs and|
1 Perceptrons, logistic regression)- Intro to Neural Nets: What a shallow network computes-
Training a network: loss functions, back propagation, and stochastic gradient descent- Neural] 0g
petworks as universal function approximates

METWORKS: History of Deep Leaming- A Probabilistic Theury of Deep Learning
II |Backpropagation and regularnzation, batch normalization- VC Dimension and Neural MNets- 08
Deep Vs Shallow Mepworks-Convolutional Metwaorks- Generative Adversarial Networks
(GAN), Semi-supervised Leaming

DIMENTIONALITY REDUCTION: Linear (PCA, LDA) and manilolds, metric learning -
Aulo encoders end dimensionality reduction in networks - Introduction o Conwnet 4
I (Architectures — AlexNet, VGO, Inception, ResMet - Training 8 Convnel: weights 08
imitialization, batch normalization, hyperparameter optimization

OPTIMIZATION AND GENERALIZATION: Optimization in deep leaming— non-convex |
IV pplimization for deep networks- Stochastic Optimization Generalization in neural netwarks- 0%
Bpatial Trans[ormer Meltworks- Recurrent netwocks, LSTM - Becurrent Meural MNetworlg !

il.mguage Models- Word-Level RNNs & Deep Reinforcement Leaming - Computational & !
A rfiticial Meuroscience

CASE STUDY AND APPLICATIONS: Imagenet- Detection-Audio WaveNet-Mamraf

¥ Language Processing WorddVeo - Joim Detection-Bioinformatics- Face Recognition- Scene 08
UnderstandineGathering lmage Captions

| P | I . -
| Text baoks:

1. Cosma Rohilla Shal izi, Advanced 1»ata Analysis from an Elementary Point of View, 2013,
2. Deng & Yu, Peep Learning: Mcthods and Applications, Now Publishers, 2013,

3. lan Goodfellow, ¥ oshua Bengiv, Aaron Courville, Deep Leamning, MIT Press, 20046,
4. Michael Nielsen, Neural Networks and Deep Learning, Determination Press, 20115,
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0OF 32: QUANTUM COMPUTING

DETAILED SYLLABUS 3-0-0
Unit Topic Proposed
Lecture

Fundamental Cﬁhﬁﬁiﬁ_: “Global Perspectives, Quantum Bits, Quanium Computation,
Quantum Algonthms, Quantum [nformation, Postulates of Quantum Mechanisms.

Quantum Compulation: Cuantum Citcuits — Quantum algerithms, Single Orbit operations)
i | Contrel Operations, Measurement, Universal Quantum Gates, Simulation of Quantumi ;g
Systerns, Quantum Foewrier transform, Phase estimation, Applications, Quantum search
algorithms — Quantum counting — Speeding up the solution of MNP — complete problems -
Cuantum Search for an unstructureddatabasa,

QuantumComputers: Guiding Principles, Conditions for Quantum
Computation, Harmonic
iy [Oseillator Quantum Computer, Optical Fhoten Quantum Computer — Optical cavity Quantum 18

electirodynamics, lun traps, Muclear Magnetic resonance

Quantum [nformation: Quantum noise and Quantum Operativns — Classical Noise and
v Mﬂl‘kﬂ‘u" 1}3

[Processes, Quantum Operations, Examples of Quantum noise and Quantum Operations |
Applications of QuamtunT opcrations, Bintitations of the - ruamoeny operations: formelism )
__E}i.ﬁ.!“.ﬂ‘fc_“‘i‘ﬂf_“?‘ for Quantum information. P
vantum Error Correction: Introduction, Shor code, Theory of Quantum Error -
¥V [Corrzetion, Constructing Quantum Codes, Stabilizer codes, Fault — Tolerant Croantary 38
Computation, Entropy and information — Shannon Entropy, Basic properties of Entropy, Vor
Neumann, Strong Sub Additivity, Data Compression, Entanglement as a physical resource, |

Text books:

I. Micheal A, Miclsen. &lssac L, Chiang, "CQuantum Compuotation and Quantum Information”, Cambridge
Universily Press, Fint South Asien edition 2002,

2 Eleanor 0. Riclfel, Wolfiang H. Polak, "“Quantum Computing - A Gentle Introduction™ {Scientific and
Engineering Computation) Paperback —lmport, 3 Oet 2014

3. Computing since emaocritus by Scell Aarumsoen

4. Computer Science: An Introduetion by N. DavidMermin 5. Yanofsky's and Mannucel, Quantum Computing

for Computer Scientists.
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OE 11: Natural Language Processing 3-1-0

Unit Topic Propuosed
Lecture

Sound: Ei'nlu_g}- of Speech Processing; Place and Manner of Articulation; NLTK, Python 3
l and the Jupyter Notebook; Textual Scurces and Formats: “What's in a Text™; HMM and {4
Speech Recognition,

Words and Word Forms: Maephology fundamentals; Marphological Diversity of Indian
Languages; Morphology Paradigms; Tokenization, N-grams; Stemming and

o Lemmatization; POS Tagging and Stopwords; Text “Features” and TF-1DF Classification; U
! Wamed Entities; Sentiment Analysis.
Structures: Theories of Marsing, Parsing Algorithma; Robust and Scalable Parsing on -
jip | Noisy Text as in Web documents; Document Clustering and Word Vectors; Doe2ves, 08

Word2vec: Advanced Yector Analyses.

Meaning: Lexical Knowledge Metworks, Wordnet Theory; Indian Langusge Wordnets and
IV | Multilingual Dictionaries; Semantic Roles, Word Sense Disambiguation; WSD and 08
Multilinguality; Meiaphors; Coreferences.

Lo

Web 2.0 AppliﬂatEnE: Sentiment Analysis; Text Entailment; Robust and Scalable

¥ | Machine Translation; Question Answering in Multilingual Serting; Cross Lingual {8
Information Retricval [E_:LIE.}.
References.

1. Allen, James, Natural Language Understanding, Second Edition, Benjamin/Cumming, 1595,
2. Charniack. Cupene, Statistical Language Learning, MIT Press, 1993,
3, Jurafsky, Dan and Martin, James, Speech and Language Processing, Secand Edition, Prentice Hall, 2008,

4. Manning, Christopher and Heinrich, Schutze, Foundations of Statistical Natural Langusge Processing, MIT
Press, 1933

Course Qutcome

Able to Recognize the fagiors that contributed to the emergence of MLP.
Able 1o Design and program various NI applications.

Able (o understand applications of NLP.
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200l Yer 25

Institute of Engineering & Technology
Dr. RammanoharLohiaAvadh University, Ayodhya

M. Tech. - IT

{Part Time Program)

Study and Evaluation Scheme

[SEMESTER-1 |

e I

SN, | Course Subject Periods Evaluation Scheme Subject
| Code Total
Sessional | ESE
Theory T [teb | CT | TA | Towl | Toml
1. | MTPIT111 | Cloud Computing | 20 | 30 50 100 150 |
2. | MTRITHI2 ¢ Computer . I 20 1 30 S0 100 150
Organization and
Architecture
5. | MTPITIN3 | OS & DBMS RESEA R 100 150
Total K] P 150 300 450
.- e |
r




Institute of Engineering & Technology

Dr. RammanoharLohinAvadh University, Ayodhya

M. Tech. - IT

{Part Time Program) bR - < o

study and Evaluation Scheme

[SEMESTER-II

-
S.N. | Course Subject Periods Evaluation Scheme Subject
Coale Taital
Sessional ESE
i Theory L1 T |Lab| CT [ TA | Toual Total &
*)
I. | MTPIT211 Mobile 3 1 TR 100 150 |
Computing
= — - - ;
2. [ MTRIT 212 Multimedia 3 ] 20 | 30 o [ 00 k50
Syslem
2 iFATHTm- Data Network | 3 | | 20 | 30¢ 104 150 |
‘ Tutal | 4 G0 | 90 | 150 300 450
|_ = |

S
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Institute of Engineering & Technology
Dr. RammanoharLohiaAvadh University, Ayodhya

M! TE{:h- = ]T
=LY~ L5
{Part Time Program]
study and Evaluation Scheme
| SEMESTER-III |
[ [ = ) |
5.N. Course Suhject Perinds Evaluation S¢heme. Subject
LCode Toral
Sessional ESE =
) Theory T [Lab | CT [ TA | Touwl Total
L {t:' !
1. | MTPIT3 L | Distributed | 20 (300 | 50 100 150
DBMS
T2, [ MTRIT2IZ Artificial 1 ARE D 100 150
Intelligence
Total 2 a0 | & 100 204 304
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Institute of Engineering & Technology
Dr. RammanoharLohiaAvadh University, Ayodhya

M. Tech. —IT

(Part Time Program) oM~ 25

Study and Evalugtion Schreme-

| SEMESTER-IV
|
S.N. | Course Subject | Periods Evaluaticn Schems Subjeri
Code Total :
! Sessional 1 ESE
|
Theory L] T [Lab| CT [TA [ Totl Tatal | N
{*) { , : !
l. | MTPIT411 | Coyplography & | 3 | 1 | 20 | el 0 {100 50
e twork I i
Sacurily | | : : j
"2 | MTPRIT412 Dme 3] 1 20 T30 a0 100 150 'i |
.J 'h'l._-'n.rehuuse B _ ____Jl
-fa'”".
v

S e o dma. e— -
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Institute of Engincering & Technology
Dr. RammancharLohiaAvadh University, Ayedhya

M. Tech. - IT

(Part Time Program) 2oy~ 5~

Study and Evaluation Scheme

SEMESTER-V
SN, | Course Subject Periods Evaluation Scheme Subject
Code Total
. Sessional ESE o

| | Theory L] T [Lab| CT |TA[ Towl | Towl | &
%
’, e
k)

aar | e T " = ek | e - - - = L . e — - —
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Institute of Engineering & Technology -

Dr. RammanocharLohiaAvadh University, Ayodhya

M. Tech, — IT

{Part Time Program)

study and Evaluation Scheme

[SEMESTER-V |

202y- 35

2.M. Coursg Subject Feriods Evaluation Scheme Subject
Code Total
Sessional ERE A
Theary LT T ILab| CT |TA | Total Total
*}
1. | MTPITSI1 | Professional | 2 50 50
Aspects in
Software
Engincering
2 | MTPITSIZ Semindt T : ? : 50 e 50
MTPIT513 | beldimsertation | = | -~ 4 . T 10H)
| | Total | # | + f = [ AW il

b The existence of 2 pe rinds of lab for elective/dissertation will

# 30 marks arc kept for Wtorials, assignments, qUizzes, and lab

»# efer the list of streams and their respective courses for the valugs of X and y

the elective’dissertation

be dacided as per the nature of
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Institute of Engineering & Technology

Dr. RammanoharLohiaAvadh University, Ayodhya
M. Tech. - IT

2oLY-28

{Part Time Program|

Study and Evaluation Scheme

[SEMESTER-VI |

.M. | Course Subject Feriods Evaluation Scheme Subject
Code Total
Sessroral ~ ESE
f ) Theory [T T TLab| CT | TA | Total | Total
*)
1. | MTPITG [issectation . 1{K) 200 I
T 100 200 300 |
Total | y

(*) The existence and duration o

e \{f;-

o
B

&

Rt
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e ey s —

£ 1ab will be decided as per the nature of the dissertation




MTPIT412 Data Warehouse

UMNIT-I: Duta Warehousing and Business Analysis: - Data warchousing Components, building a Data
warchouse, Mapping the Data Warehouse to & Multiprocessor Architecture, DEMS Schemas for
Decision Support, Data Extraction, Cleanup, and Trunsformation Tools, Metadata reporting, Cucry
tools and Applications, Online Analytical Processing (OLAP) — OLAFP and Multidimensional Data
Analysis. :

UNIT-1k: Duta Mining: - Data Mining Functionalities — Data Preprocessing, Dals Cleaning, Daia
Integration und Transformarion, Data Reduction, Data Discretization and Convept Hierarchy
Generation, Asscgiation Rule Mining: - Efficient and Scalable Frequent ltem set Mining Methods,
Mining Various Kinds of Association Rules, Association Mining to Correlation Analysis,
ConztraintBazed Association Mining.

UNIT-IL: Classification and Prediction: - Isswes Regarding Classification and Prediction,
Classification by Decision Tree Introduction, Bayesian Classification, Rule Based Classification,
Classification by Back propegation, Support Veetor Muachines, Associative Classification, Lazy
Leamers, Other Classification Methods, Prediction Accuraey and Error Measures, Evaluating the
Aceuracy of a Classifier or Predictor, Ensemble Methods, Model Section. UNIT-TV: Cluster Analbysis:
- Types of Data in Cluster Analysis, A Categorization of Major Clustering Methods, Partiticning
Methads, Hicrarchival methods, Density-Based Methods. Grid-Based Methods, Maodel-Based
Clustering Methods, Clustering High- Dimessional Data, ConstraintBased Cluster Analysis, Quilier
Analysis.

UNIT-V: Mining Object, Spaiial, Multimedia, Text and Web Duta: Multidimenasional Analysis and
Descriptive Mining of Complex Data Objeets, Spatial Duta Mining, Multimedia Dara Mining, Text
Mining, Mining the Workd Wide Web.

REFERENCES:

|. Jiawei Han and Micheline Kamber *Data Mining Concepts and Techniques™ Second Edition,

2. Alex Berson and Stephen ). Smith *Data Warehousing, Data Mining & OLAP, Tata MeGraw -
Hill Edition, Tenth Reprint 2007,

3 G. K. Gupta “Introduction to Dala Mining with Case Studies”. Easter BEconomy Edilion, Prentice
Hall of India, 2004.

4. Pang-Ming Tan. Michael Steinbach and Vipin Kumar “Introduction tw Daa Miming®, Pearson
Ldeeation, 2007,

5. Soman K.I'., Shysm Diwakar and V. Ajay, “Insight into Data mining Theoty and Practice™, Easter
Economy Edition, Prentice Hall of lndia, 2006,

& Daniel T Larose, *[Data Mining Methods und Maodels”, Wile-Interscience, 2006.
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SEMESTER-1
STHo | Subject | Mame of Subject Periods Credit .Evaluation Scheme Subject |
Code Taotal
Theory Practical .
L|T P CT [ TA [ESE [TA ESE
I MITIO! | Cloud Computing 3 00 [0 |3 20 |10 |70 e ey e g, 5T
L | mimioz | Advance Computer 3t H=e. g el B e Sl
Organization & Archilesiure i
3. MIT10] | Advanes Operating System T [0 |0 20 (110 [70 T e T
4 Departmental Elective 1 3 |0 [0 0 [0 [0 e [wses. DD
MIT1? .
[, MITI27 Departmental Elective 1 1[0 0 (19 [70 I P
&. Lab-1: Cloud computing o [@ — = = |50 S
MIT'151 r
i MITISZ | Lab-ll; Adveawe opertingsystem | O | D | 2 1 — = | (1] i T
Total 15 | _ﬁuﬂ
SEMESTER-II
[&No | Subject | Mame of Subject Perivds | Credit EvaluationScheme Subject |
Ciole !.i ! Taneal
Theory Practical
LiT |P CT | TA [ESE |TA [ ESE
1. MIT 201 | Development of Mobile 3 R E 36 |18 | |— oo |
Computing
7. MIT 202 | Advance Digital Image 7w [@ |1 0 08 (8 J— |— [%
Processing
5, MIT 23% | Elective 111 T T 2 F | |— |== |1e0
4. MLT 247 | Elgctive — [V T bo [ 8 ERET o Tee= [
5. | MIT267 | Elective - V N EERE T [0 |70 TR R [P T
L — e - - _ I
b MIT251 | Labotil: Develomment ot aontie. | [® 43 |2 e e fme [HED [ RO !.
| 'I'_'l_'umpu.l:il'lg |
B Seminars| o 1a |2 L £ pies . 1] o S0k = 1
OMITZEDR | i
Total = y BT = ; iy

e,
-

1,
"~

SEMESTER-III

w4

W,

A

b

I~

iﬂt

Seminar-1 Seminar on Advanced topics from referced journals by cach student.
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SMNo [ Subjest | Name of Subject Periods | Credit EvaluationScheme Subject
Codi= Totnl
Theary Practical
CT |TA |ESE | TA ESE
1. MIT351 Seminar-il o [0 |6 1 TR R 00 | — 100
Z MIT352 | Disseration Phase-l 0 10 330 )15 e [ o= [ 250 [250 | 500
Total 1 18 | G
SEMESTER-IV
Mo, | Subfect Wame of Subject Periods Credit EvaluationScheme Sqbjuel
Conde 1 Tuotal
Theory Practical
T |F CT | TA | ESE TA ESE
L | MIT&31 | Dissertation (Final) g |a |3 [18 30 (300 |60
Total | 18 00
/-.‘i"
3 ¢
= g i%J v
&
L
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Departmental Elective I;
1. MIT111 Drata Network

2. MIT112 Object Oriented Programming
3, MIT113 Simulation and Modelling

4. MIT114 Multimedia Databases

Departmental Elective 11

1. MIT121 Cryptography & MNelwork Security
2. MIT122 Distributed Computing

3. MIT123 Data Centre Management

4, MIT124 Requirements Engineering.

Departmental Elective IT1:

1. MITZ31 Distributed DBMS

2. MIT232 Big Data Analytics

3. MIT233 Approximation Algorithm

4. MIT234 Analysis & Design of Real-Time Systems

Departmental Elective IV

1. MIT241 Conceptual Modelling

2, MIT242 Artificial Intelligence

3, MIT243 Cyber Security and luws

4 MIT244 Internet Programming and Web service Engineening.
Departmental Elective V:

1. MIT261 Development of Mulumedia Sysiem

2. MIT262 Natural Language Processing

3. MIT263 Internet of Things

3. T 264 VLS! Design ¢
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